
NATURE | VOL 404 | 6 APRIL 2000 | www.nature.com 579

letters to nature

.................................................................
A scalable quantum computer
with ions in an array of microtraps
J. I. Cirac & P. Zoller

Institute for Theoretical Physics, University of Innsbruck, Austria

..............................................................................................................................................

Quantum computers require the storage of quantum information
in a set of two-level systems (called qubits), the processing of this
information using quantum gates and a means of ®nal readout1.
So far, only a few systems have been identi®ed as potentially viable
quantum computer modelsÐaccurate quantum control of the
coherent evolution is required in order to realize gate operations,
while at the same time decoherence must be avoided. Examples
include quantum optical systems (such as those utilizing trapped
ions2±9 or neutral atoms10±12, cavity quantum electrodynamics13±15

and nuclear magnetic resonance16,17) and solid state systems
(using nuclear spins1,18, quantum dots19 and Josephson
junctions20). The most advanced candidates are the quantum
optical and nuclear magnetic resonance systems, and we expect
that they will allow quantum computing with about ten qubits
within the next few years. This is still far from the numbers
required for useful applications: for example, the factorization of
a 200-digit number requires about 3,500 qubits21, rising to 100,000
if error correction22 is implemented. Scalability of proposed
quantum computer architectures to many qubits is thus of central
importance. Here we propose a model for an ion trap quantum
computer that combines scalability (a feature usually associated
with solid state proposals) with the advantages of quantum
optical systems (in particular, quantum control and long deco-
herence times).

Our model considers ions stored in an array of microtraps23

which can be realized by electric and/or laser ®elds (see Fig. 1).
Long-lived internal states of the ions carry the qubits. The main idea
is to apply an external ®eld to a particular ion such that its motional
wave packet is displaced by a small amount depending on the
internal state, analogous to the splitting of the atomic wave packet in
atom interferometry. By addressing two neighbouring ions, a
differential energy shift due to the Coulomb interaction can be
induced, conditional on the state of the two qubits. This implements
the two-qubit phase gate required for quantum computation. We
emphasize that this mechanism differs fundamentally from our
proposal for a quantum computer with trapped ions in a linear
trap2. In that case, the two-qubit gate was based on the exchange of
phonons corresponding to the collective centre-of-mass motion of
the ions, which initially had to be cooled to zero temperature. In
contrast, in our present proposal the motion of the ions is manipu-
lated independently and there is no zero-temperature requirement.
This makes the scheme conceptually simpler and obviously scalable.

We ®rst explain qualitatively the operation of our model system,
followed by a quantitative analysis of the requirements. We consider
a set of N ions con®ned in independent harmonic potential wells
which are separated by some constant distance d (Fig. 1). For
simplicity we assume for the moment that each ion is in the
ground state of the corresponding potential. We will assume that
d is large enough so that: (1) the Coulomb repulsion is not able to
excite the vibrational state of the ions; and (2) the ions can be
individually addressed. Each ion stores a qubit in two internal, long-
lived states, |0i and |1i. The initialization and readout of the
quantum register can easily be performed as described2. Initially,
the global wavefunction describing the state of the ions can be
factorized into the one corresponding to their internal state and the
one corresponding to their motional state. Single-qubit operations
on a given ion can be performed by directing a laser beam with the
appropriate intensity and phase to the corresponding ion in such a

way that its motional state is not affected. Two-qubit gates between
two neighbouring ions can be performed by slightly displacing them
for a short time T if they are in a particular internal state, say |1i. In
that case, and provided the ions come back to their original
motional state after being pushed, the Coulomb interaction will
provide the internal wavefunction (quantum register) with different
phases depending on the internal states of the ions. Choosing the
time appropriately, the complete process will give rise to the two-
qubit gate

j0iij0ii�1jª00irest ! j0iij0ii�1jª00irest

j0iij1ii�1jª01irest ! j0iij1ii�1jª01irest

j1iij0ii�1jª10irest ! j1iij0ii�1jª10irest

j1iij1ii�1jª11irest ! eif
j1iij1ii�1jª11irest

�1�

and in particular, for f � p, we have a phase gate. In general, there
will be phase factors eifi with i � 1;¼; 4 in each line on the right-
hand side of equation (1). There is a global phase and (trivial) single
particle phases (such as kinetic phases) which can be undone by
single-bit operations leaving us with f � f4 2 f2 2 f3 � f1. The ª
symbols denote the internal state of the rest of the ions, and (where
we have not written explicitly) the motional state, because it is
factorized out at the beginning and at the end of the gate.

To analyse the operating conditions of this scheme in a more
quantitative way, we consider two ions 1 and 2 of mass m con®ned
by two harmonic traps of frequency q in one dimension (see Fig. 1).
The generalization of our analysis to three dimensions and N ions is
straightforward. We denote by xÃ1,2 the position operators of the two
ions. Now, let us assume that if the ions are in state |1i in addition to
the trap, then the ith ion is pushed by a force Fi�t� �

1
2

f i�t�~q=a0,
where fi(t) is some smooth function of time with a0 � �~=2mq�1=2

the size of the trap ground state. We will take fi(t) going from 0 to
approximately 1 and then back to 0 as time goes from 0 to T. The
effect of the force is to shift the centre of the harmonic potential to
the position Åxi�t� � f i�t�a0. The corresponding potential is

V �

î�1;2

1

2
mq2

�Ãxi 2 Åxi�t�j1iih1j�2
�

e2

4pe0

1

jd � Ãx2 2 Ãx1j
�2�

The minimum of the potential determines the equilibrium position of
the two ions x(0)

1,2 in the absence of the force Fi(t); we can expand the
potential around these equilibrium values, where we conveniently
rede®ne the position of the ions as the displacement around these
equilibrium values: Ãx1;2 ! x�0�

1;2 � Ãx1;2 and d ! d � x�0�
2 2 x�0�

1 . We are
interested in the limit where (1) jÃx1;2jp d and (2) ejÃx1 Ãx2j=a

2
0 p 1,

with e the ratio of the Coulomb energy, e2/(4pe0d), and the energy of
the second ion with respect to the ®rst trap, 1

2
mq2d2. Furthermore,

we assume that the motional state of the pushed ions will change
adiabatically with the potential, which, away from e2 p 1, requires

|0>
|1>

|0>
|1>

a0

d

a0

Figure 1 Schematic setup. Ions are trapped in independent traps. For the gate they are

pushed provided they are in state |1i.
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jÇf i�t�jp q. Expansion of the Coulomb term in powers of xÃ1,2/d
gives rise to a term, -mq2exÃ1xÃ2, in equation (2). It is this term which
is responsible for entangling the atoms according to equation (1),
giving rise to a conditional phase shift

f � 2
1

2
eq #

T

0
dtf 1�t�f 2�t� �3�

if and only if the internal state of both ions is |1i. Equation (3) can
simply be interpreted as arising from the energy shifts due to the
Coulomb interactions of atoms accumulated on different trajec-
tories according to their internal states

f � 2
e2

4pe0
#

T

0
dt

1

d � Åx2 2 Åx1

2
1

d � Åx2

2
1

d 2 Åx1

�
1

d

� �
;

where the four terms are due to atoms in |1i1|1i2, |1i1|0i2, |0i1|1i2 and
|0i1|0i2, respectively. In summary, by selecting the time of the gate
T < 2p=�eq� (that is, f � p) we have the phase gate, equation (1).
We emphasize that equation (3) depends only on mean displace-
ment of the atomic wavepacket and is thus insensitive to the
temperature (the width of the wave packet), which will appear in
the problem only in higher orders of x1,2/d of our expansion of
equation (2), or in cases of non-adiabaticity. Finally, although we
have considered here an adiabatic displacement of the trap centre,
similar schemes are possible which are based on time-dependent
potentials. As an example, in Table 1 we give the values of the
relevant parameters of the problem for the case of Ca, at several
trapping frequencies.

We now discuss brie¯y some of the more technical aspects for
some physical realizations of the trapping and state-dependent
pushing required in our scheme. Regarding trapping, recent devel-
opments in nanofabrication techniques allow us to create arrays of
electric or magnetic microtraps23. Alternatively, we can ®rst con®ne
the particles with standard ion traps and then switch on an
(additional) off-resonant optical lattice potential so that the ions
are con®ned at the bottom of nonconsecutive wells. For example,
with CO2 lasers, very long con®nement times can be obtained (of
the order of minutes) without having spontaneous emission, and
trap frequencies of tens of MHz can be achieved24. On the other
hand, for the pushing we need a force that acts differently depending
on the internal state of the ions. Let us consider one simple
possibility, in which |1i (or |0i) corresponds to one of the S1/2 (or
D5/2) levels, as in Ca, for example (another possibility is to use the
method given in ref. 10). A laser standing wave connecting the states
S1/2 with the P1/2, with a detuning ¢ and forming some angle v with
respect to the vector that connects the ions participating in the gate,
can be used. We denote by ­�t�2 � f �t�­2

0 the square of the Rabi
frequency and by h � ka0cos�v� the Lamb±Dicke parameter, where
k is the laser wavevector. Choosing h­2

0=�2¢� � q one achieves the
required force Fi�t� �

1
2
f i�t�~q=a0. On the other hand, the sponta-

neous emission rate is reduced by a factor rf � ­2
0=�2¢�2 p 1 (that

is, ¡eff � rf ¡). We thus obtain the detunings and Rabi frequencies
required: ¢ � rf q=h and ­0 � r1=2

f q=h. For a 10-MHz trap fre-
quency with h � 0:1, we can choose a reduction factor of 10-4 (or
10-6) by taking ¢ � 103 GHz (or 105 GHz) and ­0 � 10 GHz (or
100 GHz).

A possible quantum computer model based on the ideas pre-
sented above is outlined in Fig. 2. This scheme has several attractive
features: (1) The head and the target can be brought very close
together, since we do not have to address them independently. This
implies that the gate operation time can be greatly decreased. (2)
The distance between the ions in the plane can be very large, since no
interaction between them is required. (3) We can think of having
several heads running in parallel. (4) We may use a different isotope
or ion species for the head, which facilitates the independent
motion of the head. (5) The two-dimensional structure facilitates
scaling up to a larger number of qubits.

A possible experimental realization of the scalable quantum
computer model will represent signi®cant experimental challenges.
First, one has to create arrays of microtraps and load them with ions.
According to ref. 23, a possible way of doing that is to use elliptical
traps, which can be constructed from a single ¯at electrode, yielding
a device that is simpler, smaller and stronger than a linear trap, and
is suitable for microfabrication in large arrays. Second, decoherence
must be avoided. There are several sources of decoherence in the
present model. For example, the motional states of the ions can get
entangled with the environment. This is relevant, however, only
during the gate operations, and not during the time in which the
head is moved (because the internal state of the ions is factorized
from the motional degrees of freedom)Ðprovided, of course, that
the heating rate is not too high. On the other hand, the time for the
gate operation in our scheme (which is only limited by the trapping
frequency) can be much smaller than the typical decoherence times
reported in experiments with microtraps (ref. 9 and references
therein). Finally, laser intensity ¯uctuations of the pushing laser
must be controlled in order to avoid dephasings.

We have here proposed a new scheme to perform quantum
computations with trapped ions. Despite being conceptually
simple, we believe that the scheme is within reach of present
experimental technologies. In particular, our two-dimensional
array setup offers an experimental avenue towards reaching a
scalable quantum computer. Finally, we would like to stress that
apart from using it for quantum computations, our scheme can
emulate Ising (and similar) models25 with adjustable parameters
simply by leaving on all the pushing lasers which are responsible for
effective spin±spin interaction. M
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Figure 2 Scalable quantum computer. We envisage a two-dimensional array of

independent ion traps23, and a different ion (Head) that moves above this plane,

approaching any particular ion. By switching on a laser propagating in the perpendicular

direction to the plane, we can perform the two-qubit gate between the target ion and the

head as explained above. In particular, we can swap the state of that ion to the head,

which immediately allows us to perform entanglement operations between distant ions.

Table 1 Experimental parameters for Ca+

e � 0:1 e � 0:01
.............................................................................................................................................................................

q/2p (MHz) 1 5 20 1 5 20
.............................................................................................................................................................................

d (mm) 12 4 1.6 26 9 3.5
a0/d (´10-3) 0.9 1.2 1.5 0.4 0.5 0.7
T (ms) 10 2 0.5 100 20 5
.............................................................................................................................................................................

For a given trap frequency q and a (small) parameter e we give the distance d between the ions, size
of the trap ground state relative to the distance a0/d and time of the gate T. We have taken two values
of e � 0:1 and 0.01 so that the condition e2 p 1 is well satis®ed. The other requirement a0 =d p 1 is
also clearly ful®lled. The distance between the ions and the corresponding gate times are also
displayed. We note that independent traps permits high trap frequencies and therefore short
operation times, which presents obvious advantages for avoiding decoherence.
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The desire to maximize the sensitivity of read/write heads (and
thus the information density) of magnetic storage devices has
stimulated interest in the discovery and design of new magnetic
materials exhibiting magnetoresistance. Recent discoveries
include the `colossal' magnetoresistance in the manganites1±4

and the enhanced magnetoresistance in low-carrier-density ferro-
magnets4±6. An important feature of these systems is that the
electrons involved in electrical conduction are different from
those responsible for the magnetism. The latter are localized

² Present address: Laboratoire L'eon Brillouin, CEA-CNRS, CE Saclay, 91191 Gif-Sur-Yvette, France.

and act as scattering sites for the mobile electrons, and it is the
®eld tuning of the scattering strength that ultimately gives rise to
the observed magnetoresistance. Here we argue that magneto-
resistance can arise by a different mechanism in certain ferro-
magnetsÐquantum interference effects rather than simple
scattering. The ferromagnets in question are disordered, low-
carrier-density magnets where the same electrons are responsible
for both the magnetic properties and electrical conduction. The
resulting magnetoresistance is positive (that is, the resistance
increases in response to an applied magnetic ®eld) and only
weakly temperature-dependent below the Curie point.

The oxides of manganese that are known to have high magne-
toresistance are derived from chemical doping of insulators that are
also magnetically ordered. Thus, the local moments that are ordered
in the doped materials already exist in the insulator, with the result
that, to a ®rst approximation, metallicity and magnetism are
independent properties6. The electrical resistance is reduced when
there is less scattering of the conduction electrons by the spins of the
localized electrons. To the extent that an external ®eld reduces the
disorder among the local spins, the scattering will be reduced,
resulting in a negative magnetoresistance. When searching for
different mechanisms for magnetoresistance, we need to consider
compounds where the insulating parent is non-magnetic. In addi-
tion, the parent should have strong electron±electron interactions
so that magnetism appears readily upon doping. Insulators which
satisfy this criterion are referred to as strongly correlated, or Kondo
insulators7. A particularly simple Kondo insulator is FeSi, which has
attracted attention for over 30 years because of its anomalous
temperature-dependent electrical, optical and magnetic proper-
ties7±11. Previous investigations reveal a metal±insulator transition
with either Al substitution for Si (hole doping) or Co substitution
for Fe (electron doping) at the level of 1% (refs 12 and 13). The
transition is very similar to that found in classic semiconductors
such as phosphorus-doped silicon or antimony-doped germanium,
except that the effective masses of the holes (electrons) are much
larger. FeSi is isostructural (cubic B-20) and continuously miscible
with the classic metallic ferromagnet MnSi (see, for example, ref. 14)
and the diamagnetic metal CoSi (ref. 8); it is therefore possible to
control the carrier signÐpositive (holes) for substitution of Mn for
Fe and negative (electrons) for substitution of CoÐand the density
throughout a magnetically interesting phase diagram, shown in
Fig. 1. Modest (20%) dilution of Mn by Fe destroys the ferro-
magnetism of MnSi while retaining metallicity. In contrast, the
alloy Fe1-yCoySi is remarkable in that although the two end
members (y = 0) and (y = 1) are both non-magnetic, it is magnetic
for almost all intermediate compositions8,15,16,17. This is the alloy that
displays unusual magnetoresistance, clearly distinguishable from
that found in more ordinary magnets such as MnSi.

Our samples were either polycrystalline pellets or small single
crystals grown from Sb and Sn ¯uxes. We produced polycrystalline
samples from high purity starting materials by arc melting in an
argon atmosphere. To improve homogeneity, the Fe1-yCoySi
(Fe1-xMnxSi) samples were annealed for 24 hours at 1,200 8C (four
days at 1,000 8C) in evacuated quartz ampoules. Powder X-ray
spectra showed all samples to be single phase with a lattice constant
that is linearly dependent on Co and Mn concentration. The
linearity demonstrates that Co or Mn successfully replaces Fe over
the entire concentration range (0 < x < 1; 0 < y < 1). Energy
dispersive X-ray microanalysis yielded results consistent with the
nominal concentrations. The Hall effect data establish the sign and
density of the carriers in our samples and demonstrate a systematic
increase in carrier density (n) proportional to the Co and Mn
concentration at small x and y. They clearly show the existence of a
metallic state in the concentration range studied (0.03 < x < 1; 0.05
< y < 0.30), with only a small variation of n with temperature (T).
In particular, n does not appear to change as the Curie temperature
(TC) is traversed.
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