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ABSTRACT

Signi cant interest and e ort have been devoted to using quanim mechanics
in order to perform quantum computations or model quantum mehanical systems.
Using trapped atomic ions as the building block for a quantum fiermation proces-
sor has found notable success, but important questions remain afbonethods for
achieving acceptable error rates in qubit measurement andtanglement production
as well as increasing the number of controlled qubits. In thisark we present a
detailed discussion of qubit measurement on trapped ions using hacge-coupled
device (CCD) camera. We discuss extending this measurement acwhtrol to larger
numbers of qubits through the use of a multi-zone trap array gable of physically
transporting and re-arranging ion qubits. Moreover, we progse a new direction for
guantum information research through the rst con nement of reutral Cadmium
atoms and its implications for future work in coherent quarim information transfer

and processing.
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CHAPTER |

Motivation and Introduction

In this thesis we describe experiments united under the themé detecting and
controlling atomic cadmium, both in its singly-ionized and eutral forms.

Motivation for controlling atomic states comes from both apjed and theoretical

rationales.

On the \applied" end, quantum state detection and control areprerequisites
for performing quantum computation and information processig whether via stan-
dard circuit-based approaches [1] or via one-way, measureribased methods [2, 3].
These applications have drawn interest for their potential tooutperform a classical
computer in such tasks as fast number factoring [4] and databasesghing [5]. More-
over, quantum state control is also necessary for performing quam simulations to
controllably model systems with Hamiltonians that are far too omplex for classical
simulation techniques [6].

However, there is also rich interest in the \fundamental" tests ophysical theories
that quantum state control enables. From precision metrology/] to the completeness
of quantum mechanics [8, 9, 10] and tests of QED [11], quantumagt control serves

as a testbed for exploring these basic physical theories.

Atomic cadmium in particular represents a potentially inteesting system for im-



plementing quantum state control. Singly-ionized Ct can be trapped and controlled
for long periods of time in rf Paul traps with individual ionsable to be stored for up
to several days [12]. Moreover, when controlling the hyperen states of odd-isotope
ions, the coherence time is long enough to allow for large nueis of coherent oper-
ations [1].

After this introduction, Chapter Il [13] gives a detailed theoretical description and
experimental demonstration of our ability to detect the quatum bit (qubit) state
of individual atomic ions. We discuss the important requiremdnof a multi-qubit
measurement capability and the theoretical and technical eflenges this entails.

Next, we discuss a trap architecture for reliably controlling rany ions in Chap-
ter 111, with the goal of achieving full quantum state control over many ions simulta-
neously. In order to extend our control from individual ions ® many qubits requires
the ability to trap and manipulate the physical arrangement é multiple atomic ions.
We discuss the development and usage of a multi-zone \T" trap ceisting of an
array of ion traps so that individual ions can be reliably shutied between physical
locations.

Chapter IV moves in a new direction by discussing the theory andkperimental
implementation of trapping neutral Cd atoms. After rst describing the necessary
experimental apparatus for con ning Cd atoms in a magnetoical trap (MOT),
we examine a computer-based simulation of atomic behavior img MOT with a
particular eye towards modeling trap loss mechanisms whichrcgéhen be compared
with experimental data.

Finally, Chapter V presents conclusions and future work, inading possible ex-

tensions of this work and some signi cant questions remaining itis eld.



CHAPTER I

Multi-lon Qubit Detection: Theory and Experiment

2.1 Introduction

Trapped atomic ions represent a promising method for implemeng universal
guantum computation, but one needs to be able to e ciently ad faithfully mea-
sure the quantum state of each individual ion in order to view té results of any
guantum computation. In this chapter, we discuss the importangquantum computer

requirement of a multi-qubit measurement capability [13].

State detection is typically accomplished by applying polaed laser light resonant
with a cycling transition for one of the qubit states and o -resamant for the other
state. The two states are then distinguishable as \bright" and \crk" via this state-
dependent uorescence [14, 15, 16, 17]. Typical schemes abllihis uorescence
using fast lenses and detect photons using a standard photon-cting device such
as a photo-multiplier tube (PMT) or an avalanche photo-dio@ (APD). The relatively
high detection e ciency of PMTs or APDs aids detection, but fa detecting more
than one ion their lack of spatial resolution means that certai qubit states are
indistinguishable, e.g. one bright ion out of two does not detmine a particular
ion's state. Distinguishable individual qubit state detectionis particularly crucial

for tomographic density matrix reconstruction [18, 19], quamm algorithms [20,



21], quantum error correction [22], and cluster state quantursomputation [2, 3].
Separating the ions with shuttling [23, 24, 25, 20, 22] or tigly focussing the detection
beam [18] can distinguish the qubits, but the additional time neessary for detection,
possible decoherence associated with shuttling, and technicakdlties make these

schemes less desirable for large numbers of ions.

In this chapter, we discuss the use of an intensi ed charge-coepl device (CCD)
as a photon-counting imager for simultaneously detecting ntiple qubit states with
high e ciency. We rst theoretically model the detection de lity of qubits stored in
S1=» hyper ne states of alkali-like ions, where one of the qubit stas has a closed
transition to the excited electronicP state manifold (applicable to odd isotopes of
Be*, Mg*, Zn*, Cd*, Hg", and Yb"). We then present data for the detection of
several''Cd* ions using a CCD imager, and discuss technical features and liaai
tions of current CCD technology. We nish with a discussion of futire improvements

and prospects for integration with scalable quantum computain architectures [13].

2.2 Detection Theory

2.2.1 Basic detection method There are two classes of alkali-like atomic ions that
are amenable to high- delity S;-, hyper ne-state qubit detection. lons that do not
have a closed transition to the excited electroni® state require shelving of one of
the hyper ne qubit states to a low-lying metastable electrorg D state (odd isotopes
of Ca", Sr", and Ba"). The detection e ciencies in this case can be very high;
typically this method requires a narrowband laser source forigh- delity shelving
[26, 27] although recent work using rapid adiabatic passage maglax this laser
requirement [28]. Alternatively, one can obtain moderate dection e ciency by

using coherent population trapping to optically shelve a paitular spin state [29].



In contrast, ions that possess a closed transition to the excitedeetronic P state
(odd isotopes of B&, Mg*, Zn*, Cd*, Hg", and Yb") can be detected directly, and
will be the focus of this paper. Throughout this paper we assuntbat the Zeeman

splitting is small compared to the hyper ne splittings.

There are two basic schemes for this direct state detection astlimed in gure 2.1.
For both methods, the qubit is stored in the hyper ne levels oftie S;-, manifold with
hyper ne splitting ! 4rs. Discussing the general case rst (g. 2.1a), if we write the
states in thejF; mgi basis with | the nuclear spin, theS,;—jl +1=2;1 +1=2i | 1i
state exhibits a closed \cycling" transition to the Pz, jI +3=2;1 + 3=2i state when
resonant *-polarized laser light is applied. If the qubit is in the j1i state then
the resonant laser light induces a large amount of uorescenc&/hen a portion of
these photons are collected and counted on a photon-countidgvice, a histogram of
their distribution follows a Poissonian distribution with a mean number of collected
photons that is determined by the laser intensity and applicadn time, the upper-
state radiative linewidth , and the photon collection e ciency of the detection
system. In contrast, when the qubit is in theS;-,jl 1=2;1 1=2i | 0Oi state

the laser radiation is no longer resonant with the transition toany excited state.

The nearest allowed transition is toPs-, j| +1=2;1 + 1=2i which is detuned by
"'vrs ' wep, Where! yep is the hyper ne splitting of the Ps-, states, so an ion in
the jOi state scatters virtually no photons. Thus, we can determine theulpit's state

with high delity by applying *-polarized laser radiation resonant with the cycling

transition and counting the number of photons that arrive at he detector.

For ions with isotopes that have nuclear spih = 1=2 (Cd*, Hg*, and Yb"), there

is another possible state-dependent uorescence detection ragism by coupling to

1Equivalently one could use -polarized radiation with appropriate qubit and excited st  ates.
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Figure 2.1: Relevant energy levels used in uorescence detection of qubits. This diagrams appli-

cable for qubits stored in the hyper ne levels of the S;—, ground state of atoms with
a single valence electron, with no relevant low-lying excited states below the exad P
manifold. Energy levels are labeled by thegfF; mgi quantum numbers of total angular
momentum and the energy splittings are not to scale. a) Detection throughPs-, level
with qubit stored in the S jl +1=2;1 +1=2i j 1li and Si-pjl 1=2;1 1=2i | Oi
\stretch" hyper ne states, for any nonzero nuclear spin |. By applying * -polarized
laser radiation resonant with the j1i! Ps-,jl +3=2;1 +3=2i cycling transition, qubit
state jli results in strong uorescence, while qubit statejOi is nearly dark owing to a
detuning of = !yrs  'uep to the nearest resonance, wheré yes and ! yep are
the hyper ne splittings of the S;-, and P3-, states and is the radiative linewidth of the
P3-, state. b) Detection through the P;-, level with qubit stored in the S;-,j1;0i | 1i
and S;-,j0; 0i j 0i \clock" hyper ne states for the special case of nuclear spin =1=2.

Here, applying all polarizations of laser radiation resonant with the j1i ! P;-,]j0;Oi
transition results in strong uorescence, while qubit state jOi is nearly dark owing to a
detuning of 9= 1 s + ! %cp Oto the nearest resonance, wheré s and ! ep

are the hyper ne splittings of the S;-, and P,-, states and Cis the radiative linewidth
of the P,-, state.



the P, manifold (g. 2.1b). If we apply all polarizations of laser lght ( *, ,
and ) resonant with the S;,jF =1i ! Py JF =0i transition then the only
allowed decay from the excited state is back to thE =1 levels of S;-, [30], forming
a closed cycling transition. If the ion begins in the statg¢l;0i | 1i, the ion will
uoresce many photons under this laser stimulation and we can bect these photons
as above. Conversely, the stat@;0i j Oi will scatter virtually no photons under
this laser light because it is o -resonant from its only allowedransition to the
P jF =1li levels by °= 1 s+ ! 25, where! %y is the hyper ne splitting of the
P.-» levels. Note that to avoid an optically-pumped dark state forme by a coherent
superposition ofS;-,j1; 1, j1;0i, and j1; 1i it is necessary to modulate the laser

polarization or use a magnetic eld to induce a well-chosen Zean splitting [31].

In the following sections we present a general theory of this s¢gadependent u-
orescence by determining the o -resonant coupling between éhqubit states. We
guantify these detection errors in order to calculate the dity of qubit state detec-

tion for various photon detection e ciencies.

2.2.2 Statistics: dark ! bright leakage  For both the general and thel = 1=2
speci c detection methods, qubits in the dark state can leak ontthe bright transition
by o -resonantly coupling to the wrong hyper ne excited levé during detection.
Rate equations describing this o -resonant pumping yield anxponential probability
distribution of remaining in the dark state as a function of tine. Once in the bright
state, the collected photons from the closed transition obey RBsonian statistics.
Therefore, for a qubit initially in the dark state, we expect he distribution of emitted
photons to be a convolution of Poissonian and exponential dighutions [32, 33], as

we now derive.



The probability of leaving the dark state at a timet is given by:

f(dt = ——e it (2.1)
L1

where | ; is the average leak time of the dark state onto the closed trangih. Also,
the average number of collected photons for a qubit that stastdark but is pumped

to a bright state at time t is:

M= iD) 0 (2.2)

where p is the detection time and g is the mean number ottountedphotons when
starting in the bright state.

We want to transform from a probability distribution f (t)dt to a probability
distribution of Poissonian meansg( )d so we use eqn. 2.2 to gdi ) and then
substitute into eqn. 2.1. This yields the probability of the dak qubit state producing

a Poissonian distribution of collected photons with mean:

8
2 g 001 g > 0
o()d = (2.3)
- e 107 =0
where = p j—T is the total photon collection e ciency determined by the deector

e ciency ( p), the solid angle of collection %), and the optical transmission from

the ion to the detector (T); 1 —— is the leak probability per emitted photon;
and the =0 discontinuity is necessary to account for the fraction that @ not leave
the dark state (and hence are not described by Poissonian statist)c

Therefore, the probability of detectingn photons when starting in the dark state

is the convolution ofg( ) with the Poissonian distribution P(nj )= & ":

n!

ZOe n

- el 0T (2.4)

pdark(n): n€ 1OoT o+



with , the Kronecker delta function and ! 0. Re-writing in terms of the incom-

plete Gamma function we obtain:

=)

R
where P (a; x) ﬁ oxe Yy2 ldy is the standard de nition of the incomplete

Poark(n) =€ *°° arP(n+1(0 1=) o) (2.5)

(1

Gamma function normalized such that? (a;1 ) = 1.

Figure 2.2a shows this probability distribution for various alues of the leakage
parameter, ;. In sec. 2.2.4, we will calculate physical values ofy and  from the
atomic parameters.

2.2.3 Statistics: bright ! dark leakage Similarly, the bright state can be optically

pumped into the dark state by o -resonant coupling to the wrongexcited hyper ne

level. When using theP;-, manifold for detection this coupling can only occur
for imperfect laser polarizations, while for the specialized = 1=2, P,-, case this
o -resonant coupling is always present (since all laser poladtions are applied). As
before, the overall photon probability distribution will be a convolution of Poissonian
and exponential distributions, but now reversed: after some timscattering photons
on the closed transition the qubit is pumped into the dark state md emits no more

photons (neglecting the 2nd order e ect of then re-pumping®m the dark state back

to the bright state). If we de ne the leak probability per emitted photon .

20
where |, is the average leak time from the cycling transition into the drk state,
then with similar statistics as before, the probability of deteting n photons when
starting in the bright state is:

e A+ 2=) o 8 =
n! * 1+ ,= )n+1P(n+1;(]_+ 2= ) o) (2.6)

Poright (N) =

where the rst term is the Poissonian distribution from never leaing the closed

transition and the second term is the smearing of the distributio from pumping to



the dark state (note that ; 6 ). This distribution is shown in gure 2.2b for
varying values of .

One can further separate the dark and bright distributions by ging ancilla qubits
and entangling gates before measurement [34]. For ions witirde leak probabilities
1 Or , this technique may be useful because it can increase qubit deien delity

to as high as the entangling gate delity.

2.2.4 Calculating the atomic parameters

General case using P3-»

If we assume a detuning of the detection beam from the cycling transition
resonance then for ideal * -polarized laser radiation the mean number of photons

detectedfrom a qubit in j1i is:

S_
0= p —*—— (2.7)
1+s+ %

where p is the detection time; is thetotal end-to-end e ciency of photon detection;
is the radiative linewidth of the P5-, state; ands = 1=l ¢4 is the laser-ion saturation
parameter.
Next we can calculate ;, the probability per emitted photon of leakage from
the dark state into the bright state. The dark state can o -resonatly couple to

2
the Py jl +1=2;1 +1=2i level with probability that goes as: s T where

2
nHes ! wep IS the Si—, hyper ne splitting minus the P;-, hyper ne splitting
betweenjl +3=2;1 +3=2i andjl +1=2;1 +1=2i. We also need to take into account
the branching ratio, M 1, to determine the transition rate between the dark state and

the cycling transition. Thus, we can write the value of ; as:
n #
2 2 2
1=M; 1+s+ — — (2.8)

10
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Figure 2.2: Theoretical \bright" and \dark" histograms with varying lea kage parameters. These
photon count histograms are for ions that start in: a) the nominally \dark" jOi state;

and b) the nominally \bright"

of: a)

photon) and b)

2:
per detectedphoton).

Number of phatons

jli state. Both plots use = 12 with varying values
1= (the leakage probability from the dark state to the bright state per detected
(the leakage probability from the bright state to the dark state

11



We can calculate the braching ratio,M 1, by considering o -resonant coupling
betweenthe dark statefl 1=2;1 1=2i) andthe stateP3-,jl + 1=2;1 +1=2i. This
state can then decay into the bright manifold ground statefl + 1=2;1 1=2i. The

generalized formula can be written as:

IX1:2
M, = C( 1=21 +1=2;1 1=2;1 +1=2) C(l +1=2;1 +1=2;1 +1=2;i)
i=1 1=2
4 (3+21)
9(1+21)2° (2.9)

where we have used thaE(F; F&f; f 9 is the square of the Clebsch-Gordon coe cient

between two statesF | FPandmg = f | fO%given by [35]:

.0 f. — 0 0
C(F;Fef;f 9 = [(2218+ 1)(2J 51&(2F +1)g25 +1)]

g

13,

F1Fo
) XL (210
ZIL1°TF 317 fq fO

2 LOJOSE 2 JOFOI =2

wherefg is the 6-J symbol, () is the 3-J symbol with polarization numberg, and
there is an implied normalization constant such that the cydtg transition strength
is 1.

Similarly, we can calculate ,, the probability per emitted photon of leakage from
the bright state into the dark state. Note that there are two leakge paths out of
the bright state: via coupling to the Ps-,jI +1=2;1 + 1=2i state (due to -polarized
laser light) or to the P3-jl +1=2;1 1=2i state (due to -polarized radiation).

These two paths yield a leakage probability:

n #
2 2 M, P +M, P
= 1+s+ = 2.11
2 S 2, 1 (P+P) (2.11)

where , = ! yep is the hyper ne splitting of the Ps-;, levels,P (P ) is the fraction

of ( )-polarized laser power, andM, (M, ) is the dipole branching ratio for

12



( )-polarized light impurity. These branching ratios are giva by:

M, = C(l +1=21 +1=2;1 +1=2;1 +1=2)

C(l  1=21 +1=2;1 1=2;1 +1=2)

4
~ 9+18l (2.12)
and
M, = C(l+1=21+1=2;1 +1=21 1=2)
C( 1=21 +1=2;1 1=2;1 1=2)
16l
= 2.13
9(1+21)3 (2.13)

| =1=2 case using Pi-

For the special case of detecting the qubit state via th®,-, manifold, we need
to make some small adjustments to our calculations. Assuming that ¢hlaser power
is split roughly equally between the 3 polarizations, the meanumber of collected,
scattered photons when starting in one of the brightF = 1 states is:

8= p —Z (2.14)
1+s+ Z
where 9is the radiative linewidth of the P,-, state.

For the dark state leakage per emitted photon, 2, we simply have a new relevant

detuning ¢ and branching ratioM ¢:

2 o 2

2
1= MY 1+s+ — — (2.15)

RO

where the relevant detuning is now ¢ = ! yes+! %cp , namely the Sy, state hyper ne
splitting plus the P,-, state hyper ne splitting. For the | = 1=2 ions, all allowed
dipole transitions have relative strength of £3, so the dark state leakage branching

ratiois: M9 =1=3 (1=3+1=3)=2=9.
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Also, the bright state can leak into the dark state via o -resonantcoupling to one

of the P,-,, F =1 states with probability per emitted photon of:
" #
2 o 2

2
5= M35 1+s+ — — (2.16)

NO

where 9 =19, the hyper ne splitting of the P;-, state, andM 3 = (1=3 + 1=3)

1=3 = 2=0.

2.3 Comparison of Theory with Experiment

We now compare the above model to experimental data f&'Cd* qubits using a
PMT for photon detection. For this calculation and experimet we use the general
detection technique that couples to thePs-;, levels.

In the experiment, individual 1**Cd* ions (I = 1=2) are produced through photo-
ionization of neutral Cd and then con ned in a linear RF Paul tap with controllable
axial frequency! ,=2 =0:5 25 MHz [36]. The qubit is stored in the rst-order
magnetic eld-insensitive \clock" states: jO;0i j Oi andj1;0i j 1i.

In Cd*, for *-polarized laser light the large hyper ne splitting of the Ps-,
states ensures that population in theS;—,j1;0i state is optically pumped to the
S1=»]1; 1i with high probability so the P;-, detection theory given in sec. 2.2.4 will
apply well to this case (corrections are given in sec. 2.4.1)oF*'Cd*, the relevant
energy splittings are: =2 =60:1 MHz, ;=2 =13:904 GHz, ,=2 =626 MHz
[37, 38, 39] and we choose the laser wavelength such that the denhg 0
(gure 2.3). The branching ratios are calculated from eqgns. .9, 2.12, and 2.13:
M;=2=9andM, = M, =1=90. BecauseM, = M, ,the -and -polarized
components can be treated together and we can de ne an ovéralser power impu-
rty Pimpue P + P . Experimentally, we know the detection time, p, and we can

leave , Pimpure , @nd s as free parameters to be determined by the t to experimen-
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tal data (although in principle one could independently mesure these parameters).

Figure 2.4 shows the good agreement between theory and expemt.

F:l ——
P N
3/2 626 MHz /2 =60.1 MHz
F:2 ] —

2/3

1/6 1

10,0>

Si/p 14530 GHz

Y

11,0>

Figure 2.3: Relevant energy levels and relative dipole transition strengthsfor state detection of
1Ccd* . Note that the Zeeman splitting (< 10 MHz) is small compared to the hyper ne
splittings.

2.4 Theoretical Limit of Detection Fidelity

2.4.1 Detection with  Ps;-, levels To determine the theoretical limit of detection
delity for '!Cd*" using the Ps-, levels we choose the most ideal conditions: small
laser detuning from resonance (! 0) and perfect detection beam polarization so
the bright state histogram is a true Poissonian Rinpuwe = 0 which means , =
0). Moreover, with perfect polarization we can lower the lasantensity (s 1)

to eliminate power-broadening while increasingp to maintain a su ciently bright
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Figure 2.4: Fit to experimental histograms for 1*Cd* . Detection histograms using a PMT and the
Ps-, detection scheme for a singld!*Cd* ion prepared in: a)j0;0i j Oi dark state;
and b) j1;0i j 1i bright state. For the data shown, each state is prepared and then
measured 20,000 times. Fit is to theory from text (eqn. 2.5 and eqn. 2.6, reggtively)
with parameters: p =150 s, =1:4 10 3, Pimpure =1:5 10 3, and s =0:25. Note
that for the experimental data in a), the n = 1 bin includes background light scatter
that the model does not include.
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\bright" state.

Using a discriminator at photon leveld, detection delity of the bright state is
the probability that the ion scatters more than d photons while for the dark state
it is the probability that it scatters d or fewer photons. The overall qubit detection
e ciency is the average of these two numbers and it is typical maximized for the
two delities being equal. Thus, the optimal qubit detection delity, F, is:

xd xd
F= " Ppdgak(n)=1 Poright (M) (2.17)
n=0 n=0
with ¢=sp zand =M 1(2—1)2 given our assumptions mentioned above.

To calculate the detection delity, we nd ;=1:0 10 6 for *1Cd*. Then we
can choose the optimal o for discrimination by controlling the e ective light level on
the ion (adjusting the products p). For our current experimental value of  0:001
the optimum light level yields o = 5:6 and, using the discriminator leved = 0, we
obtain a qubit detection delity of F = 99:5%. In practice, the optimal light level is
slightly higher to aid in discriminating the background laser satter from the bright
gubit uorescence.

We can obtain a useful approximate analytic result for the thaetical qubit delity
as a function of detector collection e ciency by assuming a discninator level d = 0.
The optimal situation is when the delity of bright state detection and dark state
detection are equal: F = e 1°° =1 e ©° (eqn. 2.17). The term ; o= IS
typically small so we Taylor expand and then take the natural Igarithm of both

sides to nd:

ot In 0 |n( 1= ) (218)

We wish to obtain a closed form solution for o as a function of ; and since

1 depends only on atomic parameters. Therefore, for the typicaase of optimal
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o 5 15 itis reasonable to further assume that Ing o SO that the ideal light

level is approximately o In( 1= )=In( = ;) and the approximate delity is:
Fapprox 1 = |n(_1): (2.19)

This result gives an accurate scaling of the delity as a funabin of detector collection

e ciency (gure 2.5).

101 .

102 .

10—3 .

Qubit Detection In!delity (1-F)

10—4 -

10* 103 10?2 10?

Detector Collection Eeciency )

Figure 2.5: Theoretical prediction of detection in delity (1-F) using the P3;-, detection scheme
for 11*Cd* as a function of total detector collection e ciency ( ). Filled circles are
numerically calculated using eqgn. 2.17 with iterations to nd the optimal light level and
detection time for each ; solid curve uses the approximate analytic result of eqn. 2.19.

In an ideal case, we could use a cavity to surround the ion [40] tocrease the
solid angle of light collected and a detector with very high qantum e ciency. This
might produce a photon collection e ciency as high as 30% which, using eqn. 2.17,
would yield a delity: Figeas = 99:997%.

At this point we hit a fundamental limitation of uorescence state detection when
using the Ps-, levels and a qubit stored in the clock states: even with perfecofar-

ization the j1;0i j 1i state can o -resonantly couple to thejO;0i j Oi dark state
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before ever reaching the cycling transition. This couplingsiuna ected by any exter-
nal parameters and is a property of the atomic structure onlyGiven this inherent
error, the maximum delity of direct clock state qubit detection is given by:
4 2

Fmax =1  Pjsoir dak =1 9 2iew

(2.20)

Here, the pre-factor of 49 comes from the Clebsch-Gordon coe ecients and the
ensuing probability ratio of never reaching the cycling trasition even when starting
in the \bright" j1;0i state. To work this out for Cd*, consider that for starting in
the j1;0i state the path to reach thejl; 1li state involves a transition up and down
through the j2; 1i upper state which involves two transitions each of probabilt 1=2.
But the electron can also reach the cycling transition even ifdm the upperj2; 1i
state it decays back to the startingjl;0i state and then undertakes the up/down
transition we described before. Therefore, the total probality of reaching the cy-

cling transition from the initial j1;0i state is given by the converging in nite series:

11,1111 1* 1k 1

22222274 _ 4 T3F (2.21)

Similarly, if we examine the path for starting in thej1;0i state and reaching the

dark jO;0i state we see that it involves a transition through the uppeyfl;1i state
with probabilities up/down of 1=6 and 2=3, respectively. Again, it is possible for
the electron to initially decay back to the starting state and et be excited back
through the upperjl; 1i state into dark state. The dominant probability is for the
initial excitation to be through the j2;1i upper state and then back which leads to
the ini nite probability series:

12,1

112
e
2 6 3

= 3t 5 (2.22)

We then take the ratio of egns. 2.21 and 2.22 and incorporatedlatomic detuning

factor to reach the result of egn. 2.20.
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For ions where thePs-, hyper ne splitting is not much larger than the linewidth,
the \bright" clock state is not actually very bright because it couples to the dark
manifold so easily. Direct uorescence state detection of cloctates is basically
impractical for these ions, but there are a number of schemes tmprove detection
delity including using Raman transitions to shelve one of the gbit states in a more
o -resonant state (with the detection delity now possibly limited by the Raman

-pulse delity) and using large magnetic elds to make 1st-ordeinsensitive states
with mg 6 0 [41]. For 11Cd*, ! yep =2, so direct clock state detection yields
Fmax = 99:90%. Reaching this limit requires a high quantum e ciency deector (see

eqgn. 2.19), a subject we address in sec. 5.2.1.

2.4.2 Detection with  P;-, levels The theoretical limit on detection delity when
coupling to the P, levels is the leakage from one of the bright states into the dar

state. With no laser detuning ( ! 0) and low light level (s 1), the relevant

0 2 2

> ,and $=2 2—05 . Note that

.0 — O o _
parameters become: g = Sp 5, 7= § 57 7

©OIN

the factors of 29 that appear in ¢ and 3 are calculated fromM ¢ and M9 from
sec. 2.2.4. It is always true that ¢ > 9, so 9 > 9 which means that there
is always more leakage from the bright state into the dark stat¢han vice versa.
Table 2.1 provides the relevant energy splittings fol*'Cd*, "tYb*, and ***Hg* and
the calculated detection delity for given values of , the detector collection e ciency.
From the table we can see that fot''Cd* the advantage of using theP,-, detection
scheme instead of thd;-, scheme is only realized for large values of Also, note
that the delity for detecting the qubit state in *"*Yb* is slightly more complicated
because there is an allowed decay from the excit®]-, state to a low-lying D3-,
state which can be re-pumped to theS;-, level via the [3=2];-, level [42]. This

repumping step is identical to the standard detection step, buits in delity can be
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ignored because the o -resonant coupling is much smaller thaarfthe P;-, detection
step due to the energy splittings: 3-2=2 = 9:5 MHz, uep=2 = 0:86 GHz,

Hre=2=2 = 2:5 GHz, and = 935:2 nm. A more important modi cation is
that the repumping step takes additional time (1= [3=;) so that the number of
detectable scattered photons on th&;-, ! P;-, is reduced by a factor of 1=3

while the error probabilities remain the same [43].

Table 2.1: Energy splitting parameters and detection delities for | = 1=2, P,-, detection scheme.
Here we show splittings for''*Cd* [37, 38],1"1Yb* [44], and'%°Hg" [45] with detection
delities calculated using eqgn. 2.6 for varying detector collection e ciency

lllcd+ 171Yb+ 199 Hg+
(S| P1s) (nm) 2265 369.5 194
=) (MHz) 50.5 23 70
HFS =2 (GHZ) 14.530 12.6 40.5
0.,=2 (GHz) 2 2.1 6.9
=0:001 F =96:7% F =99:33% | F =99:43%
=0:01 F =99:65% | F =99:93% | F =99:943%
=0:3 F =99:988% | F =99:998% | F =99:998%

2.5 Individual lon Detection Using a CCD

2.5.1 CCD technical overview To bene t from the spatial resolution of a CCD one
must typically use an intensi ed CCD to obtain a signal that is mu@ larger than
the CCD readout noise (egn. 2.23) In an intensi ed CCD, single photons incident
on the front-screen photocathode produce electrons that amccelerated across a
multichannel plate to start a localized electron avalanchehiat impacts a phosphor
screen (gure 2.6). Negative (positive) biasing of the photochbde relative to the
multichannel plate produces signi cant (no) electron acceration; this di erential

e ect allows for rapid gating of the intensi er and reduces bekground counts. Visible
wavelength photons emitted from the phosphor are then couplgvia lenses or ber

optics) to a standard CCD that converts the photons to charge foreadout. The

2Recent advances in electron-multiplying CCD (EMCCD) archi  tectures allow for single-photon detection at high
readout speeds with low noise (although with no gating capab ility) [46]. The following discussion, in particular
eqgn. 2.23, is equally valid for EMCCDs by using the appropria te gain and quantum e ciency.
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charge on each pixel of the CCD is then measured with the valuegportional to the
incident light intensity. A computer PCI board converts the aalog voltage signal

for each pixel to a digital integer for computer processing.

~ Electrical Connection Rings

Photocathode
Microchannel Plate

/A

AN

Incident Light » Intensified Image

Fluorescent Screen

. \—8kV

oV
600 V —900 V
-200 V

Figure 2.6: Schematic diagram of an intensied CCD camera imaging tube. Incidentphotons im-
pact the photocathode where they are converted to electrons and accelerated across the
multichannel plate. These accelerated electrons strike the phosphor screen and produce
visible photons that are coupled into ber optics and fed onto a standard CCD for
readout. Diagram used with permission of Princeton Instruments / Acton.

Technical noise considerations dictate the important CCD chacteristic of read-
out speed. For a qubit in the bright state, the average number oflectrons pro-
duced at the photocathode by photons incident on the deteatauring detection is:

0= Nipn pTd =4 wherenj,, is the number of photons emitted by the ion, p is
the quantum e ciency of photon to electron conversion,T is the optical transmis-
sion between the ion and the detector, an@— is the solid angle of light collection.
The remaining stages of electron intensi cation, conversionotphotons, and then
photon-induced charge production can be summarized by a gdactor g so that the
CCD rms shot noise will be: gp 0. To readout the charge on a pixel, the CCD
controller must rst clear the charge accumulated during the pevious pixel read-

out. The imperfect repeatability of this process will inducesome noise on the signal,
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with faster readout speeds leading to less perfect charge clegnand therefore more
noise. This rms noise per readout;, is uncorrelated to the shot noise so the two
noise sources add in quadrature to produce a total noisg:m wherek is
the total number of pixels readout. Therefore, the total sigal-to-noise ratio (SNR)
becomes:

SNR=p—9° - 0 . (2.23)

2 _+(kr)2 K2
9 o+ (kr) o+ (K)2

Many CCDs allow on-chip binning of multiple pixel charges tgether before read-
out. This on-chip binning increases readout speed and decremseadout noise (be-
cause less pixels are readout) at the expense of decreasing speg&olution (although
in principle resolutions above one pixel per ion are unnecesg&or distinguishing be-
tween the bright and dark states). pr "o kr=g then the signal is readout noise
limited and SNR 92, so the SNR will improve linearly with the number of pix-
els binned. For timescales typical of an ion uorescence exjaent, kr 10 and
SO using an intensier with g 1 allows one to use the gain to overwhelm the
readout noise. In this shot noise limited regime, the signal-toeise ratio becomes
SNR P o
2.5.2 CCD experimental usage  For e cient experimental detection we use a 28 28
pixel box on-chip binned 4 4 such that there is an e ective box size of 7 7 \super"-
pixels. This box size was chosen to match the imager-magni ednigon spacing in a
trap with ! ,=2 = 2:0 MHz so that each ion would be centered in its box with no
overlap of boxes; the 4 4 binning improves readout speed yet still o ers enough
imaging resolution to provide real-time monitoring of ion/maging system drifts.
The detection signal is formed from the integrated electronotints of these 49 pixels

minus the constant o set due to the non-zero readout charge maained on each

CCD pixel. Note that this o set is not the same as the negligible CCD dark counts
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that are caused by inadvertent electron transfer to the back-seen due to thermal

e ects. We are able to signi cantly suppress this thermal e ect ly cooling the CCD.

When histogrammed, the integrated counts fon incident photons show a distri-
bution because multiple electrons and photons are produceat each incident photon
with a mean number of integrated counts for this box size of 100 integrated counts
per incident photon. Experimentally, the optimal discrimiration level is chosen by
equalizing the fraction of misidenti ed states, i.e. choosing discrimination level
such that an equal fraction ofj1;0i j 1i is misidenti ed as \dark" and jO;0i | Oi
is mislabeled as \bright". Using this optimal discriminator, the e ciency of detecting
a single ion's quantum state is> 99:4% with the lower detection delity attributable
to the CCD's smaller e ective light collection angle (the PMT counts all the incident

light while the CCD only uses counts inside the ion pixel box).

2.6 Multiple lon Detection Using a CCD

2.6.1 Experimental Implementation Of more practical interest than single-ion de-
tection is the ability to detect multiple ion quantum states smultaneously using the
CCD's spatial resolution. For each ion we select a box or regiohioterest (ROI) that
determines the pixels over which the CCD will integrate to dermine the ion's state.
lon ROI box edges are positioned on adjacent pixels with no ol& to maximize
detection delity and on-chip binning is used to enhance reaxlit speed.

Figure 2.7a and b shows detection histograms and the actual CGpictures” for
three ions prepared in thg000i dark state and thej111i bright state. In g. 2.7c we
show the detection histograms and post-selected examples ofpaiksible pictures for
an equal superposition state achieved by preparing the stgt@00i and then applying

a microwave = 2-pulse at the hyper ne splitting ! jrs=2 = 14:530 GHz equally on
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the three ions to produce the statejQi + j1i) 3.

Prabability

Figure 2.7: Detection histograms for three ion qubits using a CCD. The qubitsare in the states:
a) j0;0i j 0Oi; b)j1;0i j 1i; and c) an equal superposition state prepared by starting
in jO00i and applying a microwave = 2-pulse equally on all three qubits to produce the
state (jOi + j1i) 3. Each graph contains 4000 trials. Note that middle ion #2 has the
most integrated counts due to unequal illumination by the detection beam. Adjacent
to each histogram are examples of the post-selected single-shot images acquirgdtbe
CCD for each case: a) all \dark" (j000i); b) all \bright" ( j111i); and c) all combinations
of \dark" and \bright". The dashed white lines indicate the boundaries of the regions
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of interest used to determine the qubit state via integrated CCD counts.

2.6.2 Possible additional errors
o -resonant coupling (sec. 2.2), simultaneous multiple ion dection on a CCD can
produce some additional errors. One possible error is that the tdetion beam has
a waist of
leading to unequal illumination of the ions (visible in the hstograms of g. 2.7 where
the middle ion (#2) is brighter than the outer two ions). In gereral, this unequal
illumination results in di erent constant o sets for each ion's light level that are easy

to correct.
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The more signi cant error source is the potential for adjacenton e ects (par-
ticularly optical pumping from adjacent ions) or box-to-boxoverlap on the CCD.
Pumping an ion into the \bright" state from the uorescence of the adjacent state is
completely neglible compared to the e ect of the laser. Theght intensity due an ad-

ht= 2

jacent bright ion is: - where! is the frequency of the radiated light andx is the

inter-ion spacing. In comparison, the laser intensity is typid®y/: ljaser lsat = 3h—°3
where is the wavelength of the radiated light. Thus, the light intersity e ect of

the adjacent ion relative to the laser is:

lion _ 3% (2.24)
llaser 4X 2 .
For 11Cd", = 214:5 nm and with three ions in a trap with ! ,=2 850 kHz,

X 4 m. Thus, the ratio of illumination intensities due to the adja@nt ion and the
laser is: lion=liaser 7 10 4.

Overlap or spreading of one ion's light into the ROI of adjacdnons can be most
clearly seen by examining the conditional probabilities ofhte ions dependent on the
state of the other ions. By independently rotating the qubits wth microwave pulses,
there should be no correlation between qubit states, but lightverlap between boxes
would produce such correlations. Using the data of gure 2.7 we dithat adjacent
ion pairs (left/center and center/right) exhibit conditio nal probability correlations of

1:2%. With this overlap, the detection delity for individual qubits in the presence
of other qubits is 98%. This delity is fully consistent with a small amount of
spreading of the light from one ion into the ROI of the adjacenton, an e ect most
likely caused by ion/imaging system drifts over a few minutes. Fther mechanical
stabilization of the imaging system should eliminate this drift

In summary, we have developed a general theory for ionic qulstate detection

and applied that theory to the speci ¢c examples ot'*Cd* and*"*Yb*. We have also
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experimentally demonstrated simultaneous multi-ion detean using an intensi ed

CCD. Future improvements are discussed in sec. 5.2.1.
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CHAPTER I

Multi-Zone \T" lon Trap

3.1 Introduction

In chapter Il we discussed and demonstrated qubit state detectioof multiple
qubits stored in a single trapping region. Extending this measament ability to
large numbers of qubits requires not only a high- delity ersingling gate [47], but
also the ability to trap and manipulate the physical arrangemet of multiple atomic
ions. In this chapter we explore a multi-zone \T" trap consistig of an array of ion

traps so that individual ions can be reliably shuttled betweemhysical locations.

Shuttling of trapped ions along a line between adjacent trgpng zones and sep-
aration of two or more ions has been previously demonstrated3[224, 25, 20, 22].
Note, however, that current entanglement techniques are mo#tective (produce
the highest delity) when acting on only two ions in a particular ion trap. Using
this pair-wise entanglement build-up requires the ability & physically co-locateany
two ions in a trapping region to perform the entangling opetsoon. Thus, \linear"
separation and shuttling is not enough to bring together arbrary pairs of ions. In
this chapter, we discuss the necessary general requirement oftdimg ions in two

dimensions.
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3.2 Trap Construction and Usage

The main ion trap geometry used for multi-qubit quantum infomation processing
is the linear rf-quadrupole trap, where ions are transverselgon ned to the nodal
axis of an rf quadrupole potential supplied from nearby lingzelectrodes. Axial con-
nement is then accomplished by segmenting the linear electdes and applying dif-
ferential static potentials along the axis. This technique #&ws for quasi-independent

control of the ions in the transverse and axial directions.

In order to fabricate complex ion trap arrays, the electrodesan be constructed
from multi-layer planar substrates. To design a trapping geomst capable of sup-
porting a two-dimensional junction, the electric eld topobgy near the junction
must be considered carefully. While two-layer substrate geonmigs provide strong
con nement in both transverse dimensions inside a linear chairf trapping regions,
it is di cult to have su cient transverse con nement in the junc tion region where
the intrisic two-dimensionality of the trap must manifest itself[48, 49]. Instead, we
use a symmetric three-layer substrate geometry (g. 3.1) that &ws con nement
throughout the junction region. The middle-layer carries e rf potential and seg-
mented outer-layers (each identical) carry control voltags that are used to con ne

the ion along the axial dimensions of the trap sections.

The trap electrodes consist of gold-patterned alumina substre$ which are laser-
machined and polished to a thickness of 125m for the middle (rf) layer and 250
m for the outer (control) layers. The laser-machining producesubstrates with a T-
shaped channel that will provide the \track" along which the ons will move. Gold is
deposited on the rf electrode using an electron beam evaponatwhile the necessary

segmenting of the outer control electrodes requires using dityn photolithography
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Figure 3.1: Top view and cross-section of two-dimensional \T" trap array. Dots depict the location
of trapping zones, labelled a-k. The outer control electrodes are labelled 0-27, viit
bottom layer electrodes in parentheses. Electrodes labeled by G are internally gunded.

and wet-chemical etching to deposit 400 nm of gold on top of a b titanium layer.

The substrates are assembled by hand using spacer rings to separhtedlectrodes
by 125 m and alumina mount bars at the edges to hold the three layer®gether.
The control electrodes need to be isolated from external noisad from induced rf
caused by the nearby rf electrodes. This shielding is accompkshvia a \pi- Iter
network" where each electrode is connected to @ = 1 nF capacitor shunted to
ground and then connected in series to R = 1 k resistor leading to the vacuum
feedthrough ( 3;5=2 = 1 MHz). These chip capacitors and resistors are ribbon-
bonded onto a gold coated quartz plate that is mounted adjaneto the alumina
substrates. The quartz plate proved very successful at holding tleércuit elements,
but extreme care must be taken when drilling and handling the wartz plate and

particularly when strain-relieving the wires leading to thevacuum feedthrough.

During usage, ions can be con ned in any of the 11 trapping zosiéabeled by let-
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Figure 3.2: Photograph of T-junction trap array. The magni ed inset shows the trapping array
near the junction.

ters a-k in gure 3.1. Due to the trap's relatively large size ad symmetric geometry,
successful trapping parameters are reasonably exible. For thresults discussed be-
low, we applied rf voltage to the central layer electrode atéquency =2 =48 MHz
and amplitude V; 360 V (successful range: 100 V-500 V). This results in a trans-
verse ponderomotive secular frequency bf; =2 = 5:0 MHz for the trapping zones
a, b, c,j, k, g, and h.

Voltages applied to the 28 control electrodes to produce akicon nement are
computer-controlled using NI 114 PCI cards hooked up to NI BNC-2D interface
boxes. The coaxial BNC output from these interface boxes (maxum range: -10
V to +10 V) is then directed to a home-built ampli er system consising of Apex
PA85A ampli er chips powered by Acopian B125GT40 power suppléee The resulting

BNC output is wired to a vacuum interface box where a pi- Iter retwork (C = 1 nF,
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R=1k,and !35=2 1 MHz) reduces noise. Wires are then directly attached to
a 35-pin vacuum feedthrough before continuing to the quart#er plate arrangement.
Note that control voltages of 100 V result in axial secular frequencies of 2.5 MHz

for traps whose central segment is 400m wide.

The ion is imaged with a CCD camera to a nearly di raction-limited spot with
f/2.1 optics. The imaging system was optimized to view an area afpproximately
550 550 m which allows for the simultaneous observation of trapping res d and
i, ordand f (g. 3.1), permitting real-time observation of a @rner-turning shuttling
protocol. At this magni cation, a di raction-limited imag e of the ion encompasses

a few pixels which is visible above the background uctuatiosm of the image.

3.3 lon Shuttling Control

With the ability to observe the ion's movement between trappig regions, we have
implemented various key composite trapped-ion shuttling ptocols: linear shuttling,
corner turning, and separation/combination of two ions. Usinghese building blocks,

high level shuttling procedures can be implemented.

3.3.1 Linear shuttling As a straightforward example that illustrates the rationale
behind shuttling protocol design, consider linear shuttling eveen trapping regions a
and b. As illustrated in gure 3.3, we start with the ion in zone a ly placing positive
voltage on electrodes 0, 1, 4, and 5 while applying negativeltage on electrodes 2
and 3. Qualitatively we then need to set a \wall" for the ion by gplying positive
voltage to electrodes 6 and 7. We then \elongate" the trap byolvering the voltage
on electrodes 4 and 5 to produce a trap with an e ective widthfo 800 m (regions
a and b combined). During this time the axial trap frequency W necessarily be at

its lowest since the control electrodes are twice as far away. ethen bring up the
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voltage on electrodes 2 and 3 to reconstitute a tighter trap imone b.

VoltagetV/L
100F

— 0&1

80f —  2&3
60}
10! —  4&5
20¢ —  6&7
Time Hivsl

Figure 3.3: Voltage pattern for linear shuttling between regions a and b in T-trap.

Finding a protocol that optimizes the speed of this process waiminimizing the
heating of the ion is an involved problem that is discussed extsinely in [50]. Here,
we simply note that a smooth voltage change on a time scale slowéah the ion's
periodic motion in the trap results in adiabatic shuttling that does not appreciably
heat the ion. Precise timing of the voltage can allow for low laéing even with
changes faster than the ion's motion in the trap, but the levebf control necessary
makes this type of protocol technically challenging.

3.3.2 Corner turning The shuttling of ions through the T-junction merits special
attention. Due to the geometry of the junction, there is comijete transverse con ne-
ment throughout the T-junction. However, there are linear rinodes leading towards
the junction from all three directions that give way to small lumps in the pondero-
motive potential as the junction is approached, leading to @oint node in the rf

potential near the center of the T-junction (trapping zone § These rf humps are
small compared to the overall transverse ponderomotive poteat walls, so time-

varying voltages on the control electrodes can be used to pudhetion over the rf
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humps.

Thus, shuttling a single atom around a corner requires a tradeo the time-varying
pushing potentials must be strong enough to overcome the rf humbout not so strong
as to de-stabilize the trap in the transverse directions. Moreey, stronger pushing
potentials will result in faster ion transport but also in more im heating. Therefore,
the control voltage sequence must be carefully synchronizedtivihe motion of the
ion. Fast, non-adiabatic voltage changes inside the trappinggion may be required
to minimize the kinetic energy acquired by the ion and to oveome the second hump

upon emerging from the junction.

Figure 3.4 shows voltages applied to the electrodes carryiagntrol voltages in
order to shuttle the ion around the corner from trapping zone do i. The success
rate of the corner-turning protocol was measured to be 996 (881 out of 882 at-
tempts). Simulations predict that the ion acquires about 1.GeV of kinetic energy
during the corner-turning protocol. This energy is dissipat via Doppler cooling,
but sympathetic cooling can also remove this energy in order fiweserve the internal
state of the ion. It should be noted that, in principle, the gainin kinetic energy can
be reversed with fast phase-sensitive switching of the trapping femtials without

using any dissipative force.

In order to shuttle the ion back from the top of the T into the stem a voltage
sequence is used that corresponds approximately to the aboveray-turning protocol
but spatially re ected about the axis connecting electrode8 and 16. The success
rate for this protocol was measured to be in excess of 98% (118eatpts). This
sequence is conducted at slower speeds (20ms for the whole setp)eiut re ning

the control voltage protocol may allow shuttling times on theorder of microseconds.

34



VoltageR/L

200~ J—

—  10&11

1501 —  268&27

00— / "

= — / —

501~ /

T T P R
5 10 15 20 25

Figure 3.4: Voltage pattern for corner shuttling between zones d and i in T-trap.

3.3.3 Separation/combination A separation protocol is implemented inside the stem
of the T array starting from zone b. Trapping zone b is weakendd =2 20 kHz
to allow for more physical separation of the ions (due to their @ilomb repulsion).
Then a potential wedge separating the two ions is slowly broughbp using electrodes
4 and 5, with electrodes 0, 1, 8 and 17 being used to con ne thengalong the
y-axis. Separation typically takes 10 ms and is carried out with a success rate of
only 58% (64 attempts), possibly limited by the very weak trap duringseparation

and the large (400 m) axial extent of the control electrodes.

Using these key protocols a composite protocol was successfully lenpented for
switching the position of two ions. The ions are separated in zor® the rst ion
transferred to j, the second to h. The rstion is shuttled back to b The second ion is
shuttled back to b, having switched places with the rst ion, wih the two-ion chain
e ectively executing a three-point turn. The protocol was arried out in multiple
successive 10 ms steps. Conditional on successful separation andmeamation, we
obtain a success rate of 82% (34 attempts). The success rate for thieole process

including separation and recombination is 24% (51 attempts)mnainly limited by
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separation and recombination e ciency.
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CHAPTER IV

Cadmium Magneto-Optical Trap: Computer Simulations
and Experimental Results

4.1 Introduction

The magneto-optical trap (MOT), rst realized in 1986 [51, 52, forms the basis
of much of modern experimental atomic physics. The MOT technige can act as the
rst step towards BEC/BCS production [53, 54] or optical lattice experiments [55],
or it can be used to con ne atoms for direct studies of precisiort@mnic spectroscopy
[56], cold collisions [57], atom interferometry [58], or thgeneration of quantum-
degenerate gases [59], to name a few examples. Typically, heall cold atom
experiments have dealt with the alkali atoms, but there has @ some progress in
the trapping of two-electron atomic species such as Ca [60], M@§l], Sr [62], and
Yb [63].

Our focus in this chapter will be the trapping of neutral Cd abms, which have two
valence electrons, in a deep-ultraviolet MOT operating on #'S; to P, transition
at = 229 nm. After rst describing the necessary experimental appatas for
con ning Cd atoms in a MOT, we examine a computer-based simul@n of atomic
behavior in the MOT with a particular eye towards modeling tap loss mechanisms

which can then be compared with experimental data.
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4.2 Experimental Realization of Cadmium MOT

Con ning neutral Cd atoms in a MOT requires some unique expariental con-
siderations compared to previous MOT experiments. Cadmium Baeight stable
isotopes, six of which are relatively abundant, but note that de to the large isotope
shift only one isotope can be trapped at a time using a monochroti@incident laser
beam. Figure 4.1 shows the electronic structure of Cd for bothoBons (nuclear spin
I=0, even isotopes) and fermions (I=1/2, odd isotopes). Note thathe hyper ne
splitting present in the P, states of the fermionic isotopes prevents using standard

MOT techniques to trap *'Cd and '3Cd (see sec. 5.2.3).

@ (b)
............. ontinuum continuum
~1.84eV] § i
228 nm
- 4 0o 1 ) Fo = 3/2 -3/2 -1/2 12 3/2l
1 X R Fo = 1/pli2 112 ~300 MHz
228 nm 3Po, 1,2 T —— 3Po, 1
325 nm
1 -1/2 12
S F=0— S Foip 2 12
=0 1=1/2
106c 1080 1100 11204 114cq 116y 111c4 113y

Figure 4.1: Neutral Cd energy level diagram. a) The bosonic (even) isotopes £D) of Cd. b) The
fermionic (odd) isotopes (I=1/2) of Cd, where the *P; hyper ne splitting arises from
(L 1) coupling. Individual levels are labeled with mg. Note that diagram is not to

scale.
In our experiments with bosonic Cd (I=0, even isotopes), théS, to P; atomic
transition used for the MOT occurs at a wavelength of = 228:8 nm with an excited
state lifetime of = 1:8 ns (radiative linewidth =2 = 91 MHz) and saturation

intensity of Is,; = hc= (3 3 1.0 W/cm2. For comparison, the saturated photon
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recoil acceleration on a Cd atom iy = h=2m =4:4 10°g, which is 50 times
that of Rb (here g is the acceleration due to gravity andm is the mass of a single
Cd atom). We con ne Cd atoms in a vapor-cell so background ga®ltisions lead
to loss of trapped Cd atoms. However, since the 228.8 nm trappinight can also
excite atoms from the!P; state directly to the ionization continuum this introduces
an additional photoionization loss on the trapping process. Wean investigate this
loss process to experimentally determine the photoionizatiacross-section of théP;
state (sec. 4.3). Moreover, photoionization loss provides apmortunity to reliably
create cold ions and atoms at the same location [64] for the gstigation of ultracold

atom-ion interactions [65, 66] (see sec. 5.2.4).

A schematic of the experimental apparatus is shown in gure 4.2Due to Cad-
mium's large linewidth, high magnetic eld gradients are rquired to shift the Zeeman
levels su ciently for the atoms to feel a substantial trapping brce at the edge of the
laser beams (a rough guide is that the optimum Zeeman shift is erinewidth at
the beam waist). Experimentally, we use NdFeB permanent ring ngaets with a
2.54 cm outer diameter, 0.64 cm inner diameter, and 0.95 cmickness that are
mounted coaxially on xyz translational stages. By adjusting th@xial separation of
the magnets we can achieve magnetic eld gradients of 150 1500 G/cm at the

trap center, which produces the desired Zeeman shift for our &m sizes.

The trapping beams are generated with a frequency quadrupldi:Sapphire laser,
yielding 2.5 mW at 228.8 nm (see appendix A). The ultraviolet ¢jht is split into six
independent trapping beams in order to better control the iensity balance of the
counter-propagating beams. We observe that the MOT can withstal an intensity
imbalance of 10% between a pair of beams (see appendix B), and @an balance

the intensity between any pair of counter-propagating beam® better than 5%.
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Figure 4.2: Schematic diagram of MOT laser system and vacuum chamber. Left: Scheatic dia-
gram of the laser system and the laser lock (DAVLL). The laser lock consis of the Cd
cell, a quarter wave plate (QWP), a polarizing beam splitter (PBS), and two photode-
tectors (DA, DB) for path a and b, respectively. Right: The MOT vacuum chamber and
the laser beam geometry. The MOT is formed by 6 independent beams. The imaging
system sits below the chamber, and the dark shaded regions are the NdFeB magnets.
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Typical beam waists range fromwg = 0:5 1.5 mm and the total power ranges from

P =0:7 2.0 mW, resulting in peak intensities ranging from =0:03 0.5 W/cm?2,

Approximately 200 W is split from the main laser beam and directed to a small
cadmium vapor cell to stabilize the laser frequency. We use a droic atomic vapor
laser lock (DAVLL) [67, 68] operating on thelS, to P, transition in Cd. Using
DAVLL stabilization as opposed to saturated absorption lockingegchniques has the
advantage of reducing the necessary power while allowing smiitquency adjust-
ment. In practice, the cell is heated to 80C to increase optical absorption to 80%
through the 5 cm cell. A uniform magnetic eld, produced by NdEB permanent
ring magnets placed cylindrically around the cell, is apmd along the laser beam
axis to lift the degeneracy of the!P; states. When linearly polarized light is sent
through the cell the di erence between absorption of the Zeeam-shifted * and

transitions produces a dispersive-shaped signal. We can extrdhbts signal by
using a polarizing beam splitter to be able to independently nasure the *- and

-polarized beams. With the detectors wired oppositely, dirély combining the two
electrical signals allows us to lock the laser to the zero crosgipoint. The capture
range is determined by the Zeeman splitting between the twodnsitions, or about
1.5 GHz in a 500 G eld. To change exact laser frequency we moveethero crossing
point by attenuating the laser power in one of the polarizatio paths (a or b) after
the cell (see gure 4.2). This method proves far more stable thausing an electronic
o set method where we would be senstive to small voltage drifts. TEhlock is sta-
ble to within 30 MHz, or 0:3 , over the 1.5 GHz capture range, and the dominant
sources of uctuations are beam-steering drifts and birefrgence uctuations of the

cell windows from temperature changes over times greateratih 1 second.
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421 Cd MOT Vapor Cell We produce and con ne Cd atoms in a vapor cell where

the radiative forces accumulate atoms following the rate eqtion:

dN N2
=t N (4.1)

where N is the number of trapped atoms,L is the loading rate, is the loss rate
related to single atom e ects, is the loss rate due to binary collisions within the
trap, and V is the e ective volume occupied by the trapped atoms [69, 701, 72].
Using simple kinetic gas theory at constant temperature one can @h that L
nV02:3v§:vt3h, where, is the capture volume,v, is the capture velocity [69] vy, is the
thermal velocity, and n is the density of Cd atoms in the background vapor [73, 74].

When the MOT density is low (< 10° cm 3), the atoms are essentially non-
interacting and we expect the density to be limited by the clod temperature. In
this regime the spatial distribution of trapped atoms is expded to be Gaussian
with a cloud radius that is independent of the trapped atom nmber. This contrasts
with high density (> 10° cm 3) MOTs where e ects such as reradiation must be
considered [75]. The Cd MOT reported here operates in the lowedsity regime,
so the last term of eqn. 4.1 can be neglected since it describedisiohs between
two trapped atoms. But unlike conventional alkali MOTs, wheresingle atom loss
mechanisms primarily involve collisions between trapped ates and the background
gas, Cd (like Mg) has an additional single atom loss term due to ploionization
[76, 77].

Thus, with these conditions, solving egn. 4.1 for the steady stateumber of
trapped atoms yields: Ngs = L=. The total loss rate, , is given by the sum

of loss rates due to background collisions and photoionizatio
= ot ions (4.2)
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where ¢ represents the rate at which trapped atoms are ejected due tolisions
with the background vapor (dominated by Cd) and o, is the photoionization rate.

The photoionization rate can be written as:

_ mP(5 ) :

ion — h (4-3)

Here, p, is the photoionization cross sectiorl)! is the photon energy| is the total
MOT laser beam intensity, andP (I; ) is the fraction of trapped atoms in the excited

state (*P,) de ned as:

1 S
P(I, )_§1+S+4 27 (44)
where = = is the laser detuning scaled to the natural linewidth and = =1 g4

is the saturation parameter.

The MOT chamber contains a 1 cm long hollow stainless steel tubé diameter
0.1 cm packed with about 0.02 g of pure Cd wire. We can contrdié¢ background Cd
vapor pressure throughout the entire chamber by heating this sati oven. When we
direct the trapping beams into the chamber we see tracks of wescing Cd within
the extent of the laser beams. Based on this atomic uorescencee wstimate the
background Cd vapor pressure to range between approximatel® * torr with the
oven o to about 10 1° torr with the oven at approximately 300 C. We speculate
that the Cd atoms sublimated from the oven do not readily stick @ the chamber
surface, resulting in good control of the Cd vapor pressure witthé small oven. We
note that the vapor pressure of Cd is predicted to be 16 torr at room temperature
[78], which is consistent with our observations.

4.2.2 Detecting Neutral Cd Atoms in a MOT The atomic uorescence from the
trapped atoms is collected with an f/3 lens (solid angle af =4 = 0:6%) and imaged

onto an intensi ed charge coupled device (ICCD) camera. Evgiphoton incident on
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the camera yieldsG ' 65 counts, where = 20% is the quantum e ciency of the
camera andG is the ICCD gain factor. Including an optical transmission ofT
50% in the imaging system, we expect a total count rate oP (I; )G T (d =4 )

10’ counts/sec from each trapped atom in the MOT. In this way, we relte the
total uorescence count rate to the number of atoms in the MOTwith an estimated
accuracy of 50%. For various settings of the MOT parameters, vaee able to observe

between 10 3000 atoms in the MOT.

Note that CCD count uctuations in this imaging setup can arise fom laser inten-
sity / detuning changes or from CCD intensi er uctuations (since electron avalance
production is a stochastic process). When attempting to view smahumbers of
atoms and determine the exact number of atoms, these uctuatis have noticeably
di erent e ects. In essence, gain uctuations act as a multiplcative error that af-
fects both background and atomic signal whereas laser uctuanhs only a ect the
atomic signal since the background is insensitive to laser paratees. Figures 4.3 and
4.4 show simulated histograms for various values of intensity drgain uctuations,
respectively. Note that experimentally we operate in the regie where intensity

uctuations are the dominant factor.

4.2.3 First-time MOT Production/Observation With a MOT already in place, op-
timizing its characteristics is typically a relatively easy pocess. But producing a
small-beam MOT for the rst time can be quite challenging, so herwe discuss some

strategies for initial alignment.

We have found that with the small beams necessitated by the tecitwal di culties
of producing UV laser radiation, the importance of laser beam $alverlap and beam
overlap with the magnetic eld null cannot be overstated. We hve found that making

the entire vacuum chamber moveable greatly facilitates thialignment. First, align
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Figure 4.3: Histogram of integrated CCD counts for MOT atom detection with varying intensity

uctuations.
Ll
0.08 - —— 5=
I — 5,=60
i
1 —— 5,=240
0.06 _— SG =420
2 —— 54 =600
2 I — 5,=1800
Q iy
o b n |
g 0.04 -
L I N M
0.02 - EilS
0.00 20000.00 40000.00 60000.00 80000.00

Counts (e)
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the imaging system so that its eld of view is centered on the areaf probable future
MOT production. Then remove the vacuum system and align the sixdams in free
space so that they overlap. Next, use the Gauss probe to place thegnatic eld

zero on top of the beam crossing. This may su ce for an initial seah or one can
further re ne the beam alignment by determining if insertionof the vacuum chamber

produces any beam shifts and correcting for them in advance.

When it is time to actively search there are many parameters #t need to be
adjusted. We have found that in the absence of a de nite knowlgg of the laser
trapping frequency, it is most e cient for two people to condwt the search. One
person manually controls the laser frequency while carefullyatching and adjusting
the computer search program. The other person adjusts the magiteeld alignment
and spacing while also changing the laser beam alignment. Perabpreference seems
to dictate the success of any particular alignment method, bull successful methods
rely on a methodical search of the parameter space that elimites the need for

backtracking.

Initially the ill-formed MOT may resemble a slightly brighter halo in one area
of the CCD's visual eld and it may form and dissipate rapidly resiting in bright
ashes (most likely due to the laser being near resonance and tinfy to the blue of
the cooling transition). The most direct way of testing whetheran apparant build
up of atoms is truly a MOT is to block only one of the six cooling bams or to change
the magnetic eld. Either change should result in an immediatelisappearance if the
candidate is indeed a MOT. Note, unfortunately, that blockig a beam or moving

the magnets can change the scatter and can lead to deceivingtte

The most conclusive test is to slowly ( 1 GHz/minute), controllably scan the

laser cooling frequency. If a MOT is present, dramatic increase atomic uoresence

46



will be visible at frequencies that correspond to the resonanoéeach atomic isotope
(gure 4.5). Note that not all isotopes are easily trapped or visalized, so scanning

the laser frequency is a particularly important procedure wén searching for a MOT.
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Figure 4.5: Scan of MOT trapping radiation frequency. Top: Scan across frequency shong the
di erent Cd isotope MOTs. The underlying curve is the Doppler uorescence pro le of
the Cd atoms. At certain frequencies there is a large build up, due to the MOT accu-
mulation as its resonance is crossed. Bottom: Natural abundance of neutral cadmium
isotopes. Out of these eight isotopes, we are only able to clearly observeagping of
the four most abundant bosonic (even) isotopes.

4.3 Experimental Determination of Cd Cross-Sections

In gure 4.6, the lling of the MOT is shown for Cd vapor pressuresof approx-
imately 10 1° torr and 10 ! torr. Note that the lling time for the MOT is deter-
mined by the loss rate of atoms from the MOT (eqgn. 4.1). Unlike cwentional vapor
cell MOTs, we nd that the lling time (loss rate) is independent of the background

pressure, while the steady-state number of atoms in the MOT is singly dependent
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on pressure. This indicates that collisions with the backgrouhgas have very lit-
tle e ect on the loss rate and instead we are limited by photoiamation loss from
the MOT beams. This is investigated in more detail by measuringhte lling time
(loss rate) as the MOT laser intensity is varied, as shown in gurd.7. We observe
a roughly quadratic dependence of loss rate on intensity, costant with eqn. 4.3.
The extrapolated loss rate at zero intensity is much smaller thmaall of the observa-
tions, directly indicating that o ion, Or that the loss rate in this experiment is
dominated by photoionization.

From this measurement we can also directly extract the photonzation cross
section from thelP; state, given measurements of the intensity, excited state fraon
P(l, ), and the known wavelength of the light. We nd that the photoionization cross
section of the!P; state of Cd from the 228.8 nm lightis =2(1) 10 *® cm?, with
the error dominated by uncertainties in the laser intensity ad detuning. This result
is within an order of magnitude for the measured cross sectionsather two electron

atoms [76, 79].

4.4 MOT Computer Simulation

In this section we describe the development of a 3-dimensiondllonte Carlo
computer simulation to calculate the loading rate for our Cd NDT. Some analytical
models have been developed to determine the loading raterfraan atomic beam
[47], but the simplifying assumptions necessary to produce an dytécal solution
(particularly neglecting the e ect of the magnetic eld) make these methods less
reliable for predicting typical MOT loading behavior. For @ in particular, the large
B- elds necessary to produce the MOT are likely to make any angical models too

rough to provide any predictive or explanatory power.
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Figure 4.6:
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Observed trapped atom population behavior for di erent background pressures. Top:
Observed trapped atom number N(t) for two di erent Cd background vapor pressures
The top curve corresponds to a pressure of 10 torr and the lower curve corresponds
to 10 ! torr. By tting the data to a growing exponential, N(t) = Ng(1 e 1Y),
we nd that the lling time, 1, is approximately 1 sec for each case. This is clear
from the lower logarithmic plot of the data. Bottom: N gs-N(t) plotted for both vapor
pressures on a log scale. The lling times are about 1 sec for each curve.
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Figure 4.7: Observed MOT loading rate vs. saturation parameters = I=l s5;. The power is varied

for a constant beam waist ofw = 1:25 mm. The photoionization cross section out of
the 1P, state is determined from a quadratic t to s given by eqn. 4.3. Extrapolating
the curve to zero intensity (not shown here) gives information on the loss ratedue to
collisions with background gas.

Here, by including the e ects of the magnetic eld as well as ta laser spatial
beam pro le, we are able to obtain the steady-state number of ams trapped in an
even-isotope Cd MOT. Previous Monte Carlo simulations of MOTdading rates have
used models that calculate the capture velocity for an indidual atom and extract

the loading rate fromv, [80, 81, 82, 83] or have included individual photon recaoll

events [84].

In contrast, in this work we treat the atoms as non-interactig, point particles
and examine the dynamics of an ensemble of individual atomsdar the application
of the laser radiation. The atoms are subjected to a time-avegad force, namely we
do not track individual photon absorption and re-emission evés and instead we cal-
culate the averaged momentum kicks over hundreds of scattegi events. The atoms'
motional behavior is found by numerically integrating the psition- and velocity-

dependent radiation force.

Speci cally, taking the R-direction as an example, the net acceleration of an in-
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dividual atom is given by the sum of the accelerations due to éh+% and R laser

beams:
hk X P+ q(F)
2m ; 1+ st (H) +(2 +.4(F5vx))?

X P ()
. 1+st(F)+(2 gt w))?

ax (¥ Vx) Sx(¥)

(4.5)

whereq is the polarization index, and the subscripts correspond to the %2 and
R-direction beams, respectively.
The individual beam saturation parameters,, and the total saturation parameter,

St » @re given by:

I 2(y2+ z2)

() = —e " (4.6)

Stot (¥) 25¢(F) + 25y (F) + 25,(¥); (4.7)

wherel, is the intensity of the 2 laser beams (here assumed to be balanced) and
sy(¥) and s,(+) are de ned analogously tos,(t).

The magnetic eld in space determines the local quantizatioaxis for each atom
which leads to the fraction of the incoming laser radiation tht the atom experiences

as -or -polarized given by:

§ 1185 q= 1 ()
q<+)-§ (Gt %é?!i])Z; q=+1 ( 7) (48)
"1 (pa+p ) 950 ()

q
whereB(¥) = B® z2+ Z(x?+ y?) is the magnitude of the magnetic eld written in
terms of the magnetic eld gradient,B° along the strong ) axis.

The e ective detuning for the atomic transition is given by:

BOr B (¥)

- (4.9)

q(* V) = ( kvi)= +q
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wheregs = 1 is the Lande g-factor. Note that for the even isotopes of Cdthere is
no Zeeman shift for -polarized radiation.

Atoms are initially placed uniformly distributed in position within a simulation
volume with a lateral dimension of 8y, (3 beam diameters) and the total number of
atoms is chosen to correspond to the background density of theoatic vapor.

For simulating a vapor-cell MOT, the atoms are given initial elocities distributed
according to a Maxwell-Boltzmann velocity distribution cetered about 0. In our
Cd experiment (sec. 4.2), we often use the intra-vacuum Cd ovea increase the
background vapor pressure. While the output of the oven is nottaue atomic beam,
we have experimentally determined that when using the oven ¢hCd atoms have a
net velocity of approximately 16 m/s through the trapping ragion. We are able to
model this \psuedo" atomic beam by giving the atoms initial véocities that obey
a Maxwell-Boltzmann distribution at room temperature but are centered around 16
m/s (instead of 0 m/s).

To generate velocities with a Maxwell-Boltzmann distributon we exploit the fact
that the Maxwell-Boltzmann speed distribution is the composibn of three indepen-
dent Gaussian distributions (corresponding to each cardinal idiction). We generate

the speed of each particleviy:

q__
Vit = V24 V34 V2 (4.10)

where each of thev, are chosen from a Gaussian distribution with = 0 and

T Then the X-component of the atom's velocity,vy, is chosen uniformly

on the interval [ vi; Viet]. The Y-component velocity, vy, is then also chosen uni-

formly on the interval that will assure that the total speed canmot exceedviy:

P P . . iy
[ vZ, Vv&+ V2, V2. Finally, v, is randomly chosen to be the positive or
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q
negative of the \remaining" speed:  v3, V2 V2

x Yy
To save computation time, the atoms are discarded if they havenanitial total
velocity vyt > 5v, wherev,  20m/s is the maximum capture velocity for the atoms
calculated from a 1-dimensional analytical model [47]. For leet parameter sets, we
have checked this time-saving assumption against a version thatrgilates all atoms

regardless of velocity and found no di erence in the obtainecesults.

We numerically integrate the net acceleration on each atome@n. 4.5) by calcu-

lating the new velocity and position at each time stepdt, according to:

vy + a.dt (4.12)

Vx

1
X X + v, dt + éax(dt)z: (4.12)

At each time step, any atoms that have left the simulation volura are discarded.
The number of new atoms added is calculated by considering tagerage number of
atoms that would leave the volume at each time stepassuming no radiation forces
were presertt

n
Nadd = tot dt . (413)

esc

Here,ny is the total initial number of atoms in the simulation and . is the average

escape time for atoms given by:

Whox

esc —
2Vrms

(4.14)

wherewyy IS the linear dimension of the simulation volume and,,s = P 3kg T=m.

These new atoms are added with uniformly distributed positionalong one of the
(randomly) chosen simulation box edges and are given veloetithat point inwards
but correspond to a Maxwell-Boltzmann distribution (again dscarding velocities

greater than 5/).

53



Every 100 time steps, we count the number of atoms with positionkat are within
wp=2 of the origin. As a function of time, this sum produces a lineacurve with a
slope that corresponds to the loading rate of atoms being trapg by the MOT, L.
The steady-state number of atoms con ned by the MOT can then beatculated by
including isotope abundance and the background collision arghotoionization loss

rates:

fL
Nee = : 4.15
5 n chms + ion I tot P (I 1 ):hl ( )

Here,f is the relative abundance of the isotope of interest, 2 10 " cn? is the

collision cross section,,, 2 10 1€ cm? is the photoionization cross section of the

1P, state, I is the total laser intensity, andP(l; )= %1+si4 > IS the probability of
the atom being in the!P, state.

We have implemented this simulation using the Matlab programimg language
and we have used both Windows- and Unix-based workstations as wa#l a Unix-

based cluster to perform the calculations. Full code is given eppendix C.

4.5 Simulation Results Compared to Experimental Data

To validate the accuracy of our computer model, we comparesipredictions for
steady-state trapped atom number with our experimental resust

A typical observation of the uorescence growth from trapped tams is shown in
gure 4.8, allowing a determination of the steady-state numhkreof atoms and the
net loss rate, , from the trap. An image of the uorescence disttution from the
trapped atoms is also shown, revealing a Gaussian-shaped atomudl@s expected
from the temperature-limited density. The typical geometrt mean rms radius of
the MOT is 200 m, with some dependence upon the magnetic eld gradient, laser

power and detuning. The largest MOT we have observed held appmmately 3000
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atoms, with a peak density of about 1® atoms/cm3.

1500 —

1000 —

N(t)

500 —

Time (s) 2 mm

Figure 4.8: Typical loading curve and CCD image of Cd atoms con ned in MOT. Left: Typical
loading curve showing the buildup in the MOT uorescence as a function of time.
For this data set, the MOT parameters are: laser powerP = 1:45 mW, beam waist
w = 1:25 mm, detuning = 0:7, and magnetic eld gradient B° = 500 G/cm. The
steady state MOT number is calculated from the uorescence signal and for this data the
buildup time is 1.5 sec. Right: MOT image taken with the camera forNgss = 1200 atoms.
The MOT parameters for this data set areP =1:45 mW,w=2:5mm, = 0.7, and
B?=500 G/cm. The integration time for the camera was 5 ms. A 2-D Gaussian t to
the image yields an rms radius of 200m and a peak atom density of 16 atoms/cm?3.

Figure 4.9 shows the steady state number of atomNs, in the MOT vs. magnetic
eld gradient, B®, for w = 1:25 mm, = 0.6, and total power P = 1:8 mW.
Under these conditions the maximum steady state number is obsedvat 500 G/cm.
At this optimal eld gradient, the Zeeman shift of the excited state levels at the
edge of the laser beam is approximately one linewidth. Above ithoptimal value
the steep magnetic eld gradient shifts the atoms out of resonae with the laser
beams, reducing the capture volume. At lower eld gradient®lss quickly decreases,
presumably due to a lower trap depth resulting from an increasesensitivity to

trapping parameters.

From the equipartition theorem we obtain a relation connedhg the cloud ra-
dius and temperature: r 2 = k,T, wherer is the atomic cloud rms radius,k is

Boltzmann's constant, T is the temperature in Kelvin, and is the trap spring
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Figure 4.9: Steady-state MOT number vs. axial magnetic eld gradient. Experimental observations
(points) and 3-D model (solid line) are shown forP = 0:8 mW, = 06, andw =
2:5 mm.

constant =8 pksB°=(1+ s+4 ?)[35]. In this expression, j, is the Bohr magne-
ton, and k =2 = is the wavenumber. Replacing with the Doppler temperature,
To = h (1+s+4 2)=(8kyj j), gives a relation between the temperature-limited cloud

radius and the magnetic eld gradient:

S

_ h(A+s+4 23
r= 64 . %ksBO - (4.16)

Figure 4.10 shows the MOT rms radius vs. magnetic eld gradientas expected
from equation 4.16, the cloud gets smaller aB° increases. The MOT diameter is
roughly 5 times larger than what Doppler theory predicts. Simhar results were found
in Sr, where the MOT temperature exceeded the expected Doppltemperature [62].

The dependence of the steady-state number of trapped atoms orOW detuning
and laser power is shown in gures 4.11 and 4.12. In both gureshé experimental
data is plotted along with the 1-D and 3-D theoretical predittons. The observed
number of trapped atoms is 1-2 orders of magnitude below pirietions, likely due to

alignment imperfections and intensity imbalances not inclded in the models. Figure
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Figure 4.10: MOT cloud rms diameter vs. B®. Parameters are: P = 0:8 mW, = 0.6, and
w = 2:5 mm. A characterization is provided by the longest (circles) and shortest
(squares) rms size of the elliptical MOT. The diameter is about 5 times larger han
what Doppler theory predicts. The solid lines show the 8% =2 dependence expected
from eqn. 4.16.

4.13 shows how the measured atom cloud size decreases as the M@&rlaower is

increased (at a xed beam waist), as expected from equation 4.1
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Figure 4.11: Observed steady-state atom number vs. detuning (. Experimental observations
(points) along with the 1-D (dotted line) and 3-D (solid line) models are shown for
P =1:8mW, B°=500 G/cm and w = 2:5 mm.
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Figure 4.12: Observed steady-state atom number vs. power. Experimental obsvations (points)
for = 07,B°=500 G/cm and w = 2:5 mm are shown with the 1-D (solid line)
and 3-D (dotted line) models.
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Figure 4.13: MOT cloud diameter vs. total MOT laser power. Parameters are: = 0.6, BO=

500 G/cm and w = 2:5 mm. The solid lines show the expected dependence of the
MOT diameter on power from eqgn. 4.16.
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CHAPTER V

Conclusion

5.1 Summary of Findings

In this thesis we have described a rigorous theory for trappedn qubit state detec-
tion and experimentally veri ed this detection mechanism usig Cd" (chapter II).
We have constructed, tested, and utilized a scalable-geometign trap capable of
switching the physical arrangement of ion crystals for use withugantum algorithms
and simulations requiring larger numbers of ionic qubits (ampter I11). And nally,
we have characterized the rst con nement of neutral Cd ions sing magneto-optical
trapping techniques to allow for detectable interactions étween neutral and ionic
Cd (chapter IV).

While not exhaustive, the following sections outline possiblexeensions of this

work and some signi cant questions in this eld.

5.2 Future Improvements

5.2.1 Multi-ion Detection As discussed in sec. 2.6, the current multi-ion detection
delity of 98% is highly e cient, but improvements in light collection and/or
CCD quantum e ciency would be necessary to increase the delityo perform fault-
tolerant quantum computing with a reasonable number of qub& In addition, the

CCD total readout time of 15 ms is much longer than a typical gate time of
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gate 100 s, limiting the CCD's e ectiveness for algorithms with steps coditional
upon state detection (such as quantum error-correction [22} the quantum Fourier

transform [20]).

Fortunately, both limitations are ultimately technical. Current state-of-the-art
unclassi ed CCDs operating in the near-IR can produce readogpeeds of 10 MHz
per pixel or 2.5 s per ion ROI with quantum e ciencies of 60%. With these
types of performance characteristics, employing CCDs for sittaneous multiple ion
detection in feedback algorithms will be practical and e cent. Note that the funda-
mental limit on detection speed is given by the lifetime of thexcited state: = 2.
Thus, with high-e ciency light collection, the state detection time for Cd* could be

as shortas 50 200 ns.

Large-scale ion trap arrays have been proposed [23, 85] and dnsadalable traps
have been successfully demonstrated using microfabrication he@ues [86, 87]. In-
tegrating multiple qubit detection via the CCD with these traps would produce a

highly scalable qubit processing architecture.

5.2.2 Multi-zone Trap ~ While we have successfully performed controlled shuttling of
two ions in our multi-zone trap (including swapping the physial order of those two
ions in a trapping zone), further experiments are possible vitthis current trap and
with future improvements to the trap design and construction.

Of critical interest is the vibrational heating associated wih storage and shuttling
in this trap. Certainly shuttling adds kinetic energy to the ion, but to what extent
and what techniques might minimize this heating remain opeqguestions.

Once the heating rate is addressed, one could imagine using higglity, two-ion
entanglement to successively entangle multiple ions. As a possilidea, we could

serially trap and entangle pairs of ions in a single trapping tation before shuttling
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one of these ions to a holding area and entangling a new ion withe of the previous
qubits. Thus, we would build up entanglement to a large numberfaons with the
number limited by the combined delity of entangling and shutling coupled with
the need to perform the overall operation in a time that doesat allow for signi cant
heating of each ion's vibrational state. This multi-partice entanglement would be

equally useful for performing a quantum algorithm or a quanten simulation.

The most important future improvement to trap design would bem trap fabri-
cation and assembly techniques. Using hand-construction and assémiechniques
for a trap with 49 electrodes was at the edge of reasonable taaal and logistical
expertise. In the future, using semi-conductor fabrication thniques for pattern-
ing and electrically shielding the trap electrodes would makfor a truly scalable
approach to a multi-zone trap structure [86, 87]. One could sb explore alternate
junction geometries (such as \X", \Y", or \cross") which may prove more ben cial

for particular applications.

5.2.3 Neutral Atom Experiments The realization of a neutral Cd trap represents
a signi cant technical achievement and already points in mandirections for future
study. As examples, consider that the long-livedP, state could be of interest for
optical clocks [56] and the narrow linewidth of thé Sy-3P; transition (70 kHz) would
allow for an extremely low cooling limit [62].

Furthermore, producing an odd-isotope, fermionic MOT wouldbe a true stepping-

stone to neutral/ion experiments (sec. 5.2.4).

To understand the diculty in producing an odd-isotope MOT, note that in
g. 4.1b, the two excited hyper ne states for both *'Cd and **Cd are separated
by about 300 MHz, which is comparable to the natural linewidthof Cd. A laser

tuned to the red of the upper hyper ne state £°= 3=2) but to the blue of the lower
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hyper ne state (F°= 1=2) may drive excessive transitions to the lower excited state,
which could result in too much heating and prevent trapping. i addition, the optical
transitions between theF = 1=2 ground states andF = 1=2 excited states do not
result in spatially dependent di erential optical pumping by * and  transitions,

a necessary condition for a standard MOT. Similar results were perted for Yb,
where much smaller or no MOT was observed for fermionic isotopf&3]. In our
experiments it is possible that there is a very small fermionic ®IT being formed

but it is not resolvable from the background noise.

To produce a fermionic neutral Cd trap, it may be possible to laseool and trap
fermionic isotopes with a dichroic MOT [88]. Here, the coolintaser is tuned to the
red of the lower hyper ne transitions ( °= 1=2) to provide the major scattering force
for laser cooling and then a small fraction of the laser power iefjuency shifted to
the red of the upper hyper ne state (blue of the lower state). Whn this second laser
beam is collimated with a smaller beam waist, and overlapped thithe beam of the
rst color, the laser cooled atoms can be trapped in the MOT by dving the upper
transitions (F = 1=2! F%= 3=2). Alternatively, one can work in a much higher
magnetic eld gradient to overwhelm the excited state hypeme structure. In this
Paschen-Bach regime, one will drivd =0 ! J =1 transitions to produce a MOT.
Given a beam waist of 1.0 mm, the required eld gradient for theéIOT will be on
the order of 1¢ G/cm, which can be realized by a pair of needle electromagsei89].
The capture volume of the MOT will be much smaller, but this schme may still
be useful for single-atom MOT experiments. Another alternativés to use a higher
laser power allowing one to tune to the red of both hyper ne stats. With a larger
detuning (j j nt ) the optical excitation to the lower and upper manifolds is dven

more evenly and can produce both cooling and trapping forcés the atoms.
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5.2.4 MOT and lon Experiment If one can reliably trap neutral Cd, then exploiting
our expertise in controlling cold Cd ions would allow for the pssibility of studying
ultra-cold charge exchange collisions. One particularly exiog outcome of these
studies might be the possible transfer of coherent informatiomdm an individual
ion to an individual neutral atom. A possible experiment is to pepare the ion
in a coherent superposition of the hyper ne qubit states and the allow the ion to
undergo an ultracold charge exchange with a nearby neutraica. This results in the
charge neutralization of the ion, but could also leave some dfe previously prepared
guantum information intact in the nucleus. This could allow giantum information
to be carried by pure nuclear spins with very little interacton with the environment.
Subsequent coherent charge exchange with another ion wouleeh allow the nuclear
guantum information to be manipulated and processed using cagntional ion trap

techniques.

In order to controllably interact ions with neutral atoms we need to be able to
produce a MOT that is co-located near an ion trap. While theaatically manageable,
the technical di culties of this idea remain formidable. As an example of some of
the di culties, consider the neutral trapping laser beam size: drger beams allow for
more stability and signi cantly easier alignment, but ion traps must be relatively
small in order to produce the required electric trapping eld. Scatter of the MOT
beams on the ion trap not only scrambles their polarization ahthereby destabilizes
the trap, but the scatter also makes detection of the ions withite CCD extremely
di cult. Furthermore, technical diculties in producing a strong magnetic eld
gradient mean that the ion imaging lens must be placed so far aw&rom the ion that
the ion's di raction-limited size is < 1 pixel on the CCD making even background-

free imaging challenging.
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Signi cant time, energy, and expertise has gone into attemptto produce and
image ions co-located with a MOT, but thus far we have not beesuccessful.

If one could trap neutral and ionic atoms in the same region tmesome experi-
ments become immediately available. One possible experimembuld be to simply
characterize the interaction between neutral and ionic atas by trapping an ion of
one species and a neutral trap lled with a di erent species. As aaxample, we could
produce a'*?Cd MOT which via photo-ionization would produce!'?Cd* ions and
we could trap one of these in our ion trap and cool it with an apmpriately tuned
doppler-cooling laser. After moving the ion away from the MOT rapping region, we
could then blue-shift the MOT trapping laser to con ne!*Cd neutral atoms. Then,
while watching the ion on the CCD, we could controllably movehe ion closer to
the MOT and observe when it undergoes a charge-exchange swdin with a neutral
atom. At the end of this charge-exchange there will still be @neutral atom and
one ion, but their isotopes will be reversed from the initial sitation and thus the
112Cd* -tuned Doppler-cooling laser will be blue of thé**Cd* resonance so the new
ion will disappear to indicate that it has undergone a chargexchange. We could
repeat this experiment multiple times to determine the prohbility of undergoing
charge-exchange as a function of distance between the ion ahé MOT center.
We predict that this curve would closely mirror the spatial aton density within the

MOT, but it would be a direct measurement of this charge-exchaye.
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APPENDIX A

Frequency Doubling Conversion E ciency

Frequency doubling or second-harmonic generation (SHG) egfik the non-linear
susceptibility of a dielectric material ( ?) to produce light at frequency 2 from
input radiation at frequency ! . The key idea behind this SHG is that one needs to
create this doubled light in phase throughout the material suctthat it adds to the
2nd harmonic light that has already been created. In this apmndix we discuss the
e ciency of converting blue radiation to UV light by exploiti ng the birefringence of

-BaB,0, (BBO).

A.1 BBO & Phase-Matching

BBO is a negative uniaxial crystal meaning that is has only onaxis along which
light is not doubly refracted (namely there is one optical as) and its extraordi-
nary refractive index is less than its ordinary refractive idex (hence \negative").
Ordinary rays are de ned as those rays with light polarized pgendicular to the
plane containing the propagation vector ) and the optic axis (z) (see gure A.1).
Extraordinary rays are polarized in the plane containingk and z.

Recall that the idea is to produce light at 2 that is in phase with the propagating
incoming light at ! , so we need to set up our system such thatk = 2k; k, =

2n,'=c  ny 2l=c = 0. Since BBO is a negative uniaxial crystal, for SHG we want
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Figure A.1: Generalized diagram showing the orientations of the crytal axes \ad the ensuing de -
nitions of ordinary and extraordinary rays.

the fundamental to be the ordinary wave and the harmonic to bée extraordinary
ray. Thus, we wantng(2! ) = ny(! ) [90]:
1

1
- _ no(! )2 no(z! )2
sif = 2 - (A1)
ne(2!)?  no(2!)?

which tells us how to orient the crystal to achieve the phase-n@hing condition.
Note that this equation also shows why choosing the right crystasiimportant: if the
normal dispersion (the numerator) is larger than the birefrigence (the denominator)
then the fraction is greater than 1 and no orientation will eist to produce phase-
matching.

For BBO, the indices of refraction are approximately givenypthe Sellmeier equa-

tions:

nZ( ) 2:7359 + 001878( 2> 0:01822) 0:01354 2

ne( )

2:3753 +001224( > 0:01667) 0:01516 2 (A.2)

where is measured in m. Therefore, if we want to convert 457 nm light to 229 nm

light we would want the crystal angle to be: = 61:33 (crystal companies quote
= 61:4 with the di erence attributable to the Sellmeier equation gproximation).

When is dierent from O or 90 there will be beam walk-o because the prop-
agation vector, k, is not parallel to the Poynting vector, S. This walk-o limits the

crystal length over which one can achieve signi cant SHG. Pemlic-poling of the
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material could solve this walk-o issue, but that discussion is bend the present

scope.

A.2 SHG Conversion E ciency

If we ignore walk-o0, we can write an e ciency of non-linear @nversion given by
[91]:

= = Kl? (A.3)

where P, (P2 ) is the power at the fundamental (harmonic) frequencyw, is the
beam waist at the center of the crystal, and is the e ective length of the crystal.

The \gain", K, is given by:
2! 22
on3n,cd

(A.4)

whered, is the 2nd order polarization coe cient of the crystal, ¢ is the permittiv-
ity of free space,n; (n,) is the index of refraction at the fundamental (harmonic)
frequency, andc is the speed of light. The polarization coe cient d. ) is itself a

function of the wavelength and for type | phase matching we hav
de = d3;sin + djpcos: (A.5)

Here is the crystal angle from eqn. A.1 andlz; = 2:55 pm/V and d;; = 0:025 pm/V
are the nonlinear optical susceptibilities of BBO.
Thus, we can combine egns. A.3 and A.4 to write the 2nd harmonic quuit power

as a function of input power:

21 22 p2I2
onZn,cBw g’

20—

(A.6)

Experimentally, we focus the incoming beam to a waist af;, 200 m and we

have an e ective crystal length ofl 5 mm, but note that if we simply apply our
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150 mW of cw blue ( = 457 nm) light to the crystal then egn. A.6 predicts
Pout = 260 nW. In fact, we must use a confocal build-up cavity aroundhe BBO
crystal such that the circulating power at the fundamental isncreased by the cavity
build-up factor (Q = & = —£R_) with Q 150, we nd that our predicted
229 nm output power isPy: = 5:9 mW. In practice, we are typically able to produce

2:5 mW output power from an input power of 150 mW, with the di erence from
theory being of unknown origin.

As illustrated in gure A.2, the doubling e ciency of BBO depends strongly on the
wavelength of the fundamental radiation. Examining the waslength dependencies of
egn. A.6 we can see that output power from BBO exhibits a maximurfrather than
monotonically increasing or decreasing) because while incse® wavelength yields
increasingde (and similarly decreasingn; andn;), ! decreases and its inverse decay

eventually outweighs the other e ects. Note also that doublingising BBO cuts o

at 410 nm because the necessary angle to produce phase-matching.(éql)
exceeds 90
.
7L
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Figure A.2: Doubling e ciency of BBO as a function of fundamental wavelength. Parameters, from
the text, are: Q =150, wo =200 m, | =5 mm, and P;, =150 mW.
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APPENDIX B

Laser Beam Pair Intensity Imbalance

Note that laser intensity imbalance between the counter-promgting beam pairs
does not directly preclude formation of a stable trap, but ingad leads to MOT
formation misaligned from the magnetic eld null. If we consiér the one-dimensional
case (here along)‘of two counter-propagating beams then the MOT will be forme

where the net restoring force on the atoms is zero:

hk S+ _ hk S _ (B.1)
2 1+s+ 4(+ —BQEBOZ)Z 2 1+s+ 4 _BQEBOZ)z' '
If we de ne a relative intensity imbalance z— 1, then we can simplify this
expression to
1+ 1
= X B.2
1+s+ 4(+ —BQEBOZ)Z 1+ s+ 4 _BQEBOZ)z (B.2)

We wish to solve for the position,z = z,, where eqn. B.2 is satis ed. Algebraic

simpli cation leads to:

4 2@B® . 16 pgeBYL+ =2 42
}'?ZQFz 22 Bthoz( Y2 14 — =00 (B3

We can then use the quadratic formula to obtain the equilibrim position of the

MOT:

q
4h (1+ =2)+h (1+s)2+82+2 + 2

= B.4
Zy 2 5grBO (B.4)

where we have ignored the other (non-physical) root.
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APPENDIX C

MOT Simulation Code

%This version of the program has all the necessary features t o look for a
%MOQOT, including repopulating the simulation region with ne w particles as
%time goes on. It simulates the magnetic field as a quadrupol e and allows for a power imbalance.

%It also includes a psuedo-atomic beam of atoms.

function [sum_center] = MOT_simulation(total_power, wO, B_gradient, laser_detuning, imbalance)
%Note that the function variables are in Sl units, except for

%laser_detuning which is defined as a fraction of gamma and

%imbalance which is a vector in fractional units.

c = 2.998*10"8; %speed of light

boltzmann = 1.38*107(-23); %Boltzmann constant

mass_proton = 1.67*107(-27); %mass in kg

hbar = 1.055*107(-34);

bohr_magneton = 9.27 * 107(-24); %Bohr magneton

g_lande = 1; %Lande g-factor

mass = 112*mass_proton;

lambda = 228.8 * 107(-9); %wavelength in meters

k = 2*pi/lambda; %wavenumber in 1/m

gamma = 2*pi*95*10"6; %radiative linewidth

|_sat = pi*2*pi*hbar*c*gamma/(3*(lambda)"3); %saturati on intensity

scatter_const = hbar*k*gamma/(2*mass); %numerical const  ant in front of scattering egn
mag_const = bohr_magneton*g_lande/hbar; %numerical cons tant in front of mag-field shift

%This section gives simulation numerical parameters
dt = 200/(gamma’/2);
tfinal = (1*1075)*dt;

%This section is where you can change the physical parameter s
Pressure = 2*107(-12) * 133.3; %pressure in Pascals

Temp = 293; %temperature in Kelvin

laser_detuning = laser_detuning*gamma; %negative detuni ng gives cooling
box_width = 3*wo0;

Volume = (2*box_width)"3;

num_particles = round(Pressure*Volume/(boltzmann*Temp ));

beam = (2*total_power/6)/(pi*w0"2); %single-beam inte nsity
_x = imbalance(1)*I_beam;
imbalance(2)*_beam;
imbalance(3)*l_beam;

N <

v_sd=sqrt(boltzmann*Temp/mass);
t_escape = box_width / (sqrt(3)*v_sd); %the avg escape time for half the particles
num_add = round(num_particles*dt/(2*t_escape)); %the nu mber of particles to add per time step

vel_cutoff = 100;

velocity_matrix=ones(num_patrticles,3);
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flag=0;
for j=1:num_particles

vel_total = sqrt(normrnd(0O,v_sd)*2 + normrnd(O,v_sd)"2 + normrnd(0,v_sd)"2);
if vel_total <= vel_cutoff

flag=flag+1;

velocity_matrix(flag,1) = unifrnd(-vel_total,vel_tota );

temp = sqrt(vel_total*2 - velocity_matrix(flag,1)"2);
velocity_matrix(flag,2) = unifrnd(-temp,temp);

velocity_matrix(flag,3) = (2*randint - 1)*sqrt(vel_tota n2 ..
- velocity_matrix(flag,1)*2 - velocity_matrix(flag,2)" 2);
velocity_matrix(flag,1) = velocity_matrix(flag,1) + 15;
velocity_matrix(flag,2) = velocity_matrix(flag,2) + 5;

end

end

extra_factor = 0.5; %buffer factor to add on to position and v elocity matrices
velocity_matrix = velocity_matrix(1:((1+extra_factor) *flag),:);

position_matrix = unifrnd(-box_width,box_width,size(v elocity_matrix));

sum_center = []; %initialize the count of particles in the ce nter of our beams

for t=0:dt:tfinal,

acceleration_matrix = MOT_accel(position_matrix, veloc ity_matrix);

%calculates the acceleration on each particle

velocity_matrix = velocity_matrix + acceleration_matrix *dt;

%updates the velocities for each atom

position_matrix = position_matrix + dt*(velocity_matrix + 0.5*acceleration_matrix*dt);

%updates the positions for each atom

if mod(t/dt,100)==0 %update number of particles in center e very 100th iteration
sum_center = [sum_center; t, sum((abs(position_matrix(: 1)) <= 0.5*w0) &...
(abs(position_matrix(:,2)) <= 0.5*w0) &...

(abs(position_matrix(:,3)) <= 0.5*w0))];

end

%now we want to stop simulating atoms that have left the simul ation volume by removing them
=L

while j<=flag

if (abs(position_matrix(j,1))>box_width) || (abs(posit ion_matrix(j,2))>box_width) ...

|| (abs(position_matrix(j,3))>box_width)
position_matrix(j,:)=position_matrix(flag,:);
velocity_matrix(j,:)=velocity_matrix(flag,:);
flag=flag-1;

else

=i+

end

end

%now add atoms at the box edges while making sure that they go i nwards
for j=1:num_add

vel_total = sqrt(normrnd(0,v_sd)*2 + normrnd(0,v_sd)"2 + normrnd(0,v_sd)"2);
if vel_total <= vel_cutoff

flag=flag+1;

velocity_matrix(flag,1) = unifrnd(-vel_total,vel_tota );

temp = sqrt(vel_total*2 - velocity_matrix(flag,1)"2);
velocity_matrix(flag,2) = unifrnd(-temp,temp);

velocity_matrix(flag,3) = (2*randint - 1)*sqrt(vel_tota n2 ..
- velocity_matrix(flag,1)*2 - velocity_matrix(flag,2)* 2);
velocity_matrix(flag,1) = velocity_matrix(flag,1) + 15;
velocity_matrix(flag,2) = velocity_matrix(flag,2) + 5;

position_matrix(flag,:) = unifrnd(-box_width,box_widt h,1,3);
edge = randint(1,1,[1,6]);

if edge==1

position_matrix(flag,1) = -box_width;

velocity_matrix(flag,1) = abs(velocity_matrix(flag,1) );
elseif edge==
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position_matrix(flag,1) = box_width;

velocity_matrix(flag,1) = -abs(velocity_matrix(flag,1 ));
elseif edge==3

position_matrix(flag,2) = -box_width;

velocity_matrix(flag,2) = abs(velocity_matrix(flag,2) );
elseif edge==

position_matrix(flag,2) = box_width;

velocity_matrix(flag,2) = -abs(velocity_matrix(flag,2 );
elseif edge==

position_matrix(flag,3) = -box_width;

velocity_matrix(flag,3) = abs(velocity_matrix(flag,3) );
else

position_matrix(flag,3) = box_width;

velocity_matrix(flag,3) = -abs(velocity_matrix(flag,3 );
end %if statements for picking new particle edge and velocit y

end %if statement for velocity cutoff
end %for loop for adding particles

end %atom position iterations

function accel_mat = MOT_accel(position_matrix, velocit y_matrix)
%sub-function to calculate the acceleration on each partic le
%returns an n-by-3 matrix corresponding to the 3 different
%directions (x,y,z)

sat_x=sx(position_matrix);

sat_y=sy(position_matrix);

sat_z=sz(position_matrix);

B_mat=B_mag(position_matrix);

sat_tot = [2*sat_x + 2*sat y + 2*sat_z,...

2*sat x + 2*sat y + 2*sat _z, 2*sat x + 2*sat y + 2*sat_z];
accel_mat(:,1) = (scatter_const*2*sat_x) .* ...

(imbalance(4)*sum(pol_x_plus(position_matrix)./(1+s at_tot+...
(2*delta_plus(velocity_matrix(:,1))/gamma).”2),2) .. .

- (1-imbalance(4))*sum(pol_x_minus(position_matrix). /...
(1+sat_tot+(2*delta_minus(velocity _matrix(:,1))/gam ma)."2),2));
accel_mat(:,2) = (scatter_const*2*sat_y) .* ...
(imbalance(5)*sum(pol_y_plus(position_matrix)./(1+s at_tot+...
(2*delta_plus(velocity _matrix(:,2))/gamma).”2),2) .. .

- (1-imbalance(5))*sum(pol_y_minus(position_matrix). /...
(1+sat_tot+(2*delta_minus(velocity_matrix(:,2))/gam ma)."2),2));
accel_mat(;,3) = (scatter_const*2*sat_z) .* ...
(imbalance(6)*sum(pol_z_plus(position_matrix)./(1+s at_tot+...
(2*delta_plus(velocity _matrix(:,3))/gamma)."2),2) .. .

- (1-imbalance(6))*sum(pol_z_minus(position_matrix). /...
(1+sat_tot+(2*delta_minus(velocity_matrix(:,3))/gam ma)."2),2));

function sat_x = sx(position)

%returns an n-length column vector

sat_x = (I_x/I_sat) .* exp((-2*(position(:,2)."2 + positi on(:,3).12))./(w0"2));
end %sx

function sat_y = sy(position)

%returns an n-length column vector

sat y = (L_y/l_sat) .* exp((-2*(position(:,1)."2 + positi on(:,3).12))./(w0"2));
end %sy

function sat_z = sz(position)

%returns an n-length column vector

sat_ z = (I_z/I_sat) .* exp((-2*(position(:,1)."2 + positi on(:,2).22))./(w0"2));
end %sz

function d_plus = delta_plus(velocity)

%subfunction to calculate the positive-going detuning for each atom
%note that the function outputs an n-by-3 matrix correspond ing to the
%detuning for the 3 polarizations (sig-,pi,sig+)
temp_mat=mag_const*B_gradient*B_mat*[-1,0,1];
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d_plus = laser_detuning + [-k*velocity-temp_mat(:,1),..
-k*velocity-temp_mat(;,2), -k*velocity-temp_mat(:,3) 1;
end %delta_plus

function d_minus = delta_minus(velocity)

%subfunction to calculate the negative-going detuning for each atom
%note that the function outputs an n-by-3 matrix correspond ing to the
%detuning for the 3 polarizations (sig-,pi,sig+)
temp_mat=mag_const*B_gradient*B_mat*[-1,0,1];

d_minus = laser_detuning + [k*velocity-temp_mat(:,1),..
k*velocity-temp_mat(:,2), k*velocity-temp_mat(:,3)];

end %delta_minus

function mag_field = B_mag(position)

%this sub-function calculates the magnetic field strength

%it returns an n-length column vector

mag_field = sqrt(position(:,3)."2 + 0.25*(position(:,1) /A2 + position(:,2).72));
end %B_mag

function pol_prob = pol_x_plus(position)

%this function calculates the probabilities of transition s due to
%each polarization (sig-,pi,sig+) for the positive going x -beam
%it assumes that the x-direction beams are sig- polarized in itially
%returns an n-by-3 matrix corresponding to the 3 polarizati ons

pol_prob(;,1) = (0.5*(1-0.5*position(:,1)./B_mat)).*2 ;
pol_prob(:,3) = (0.5*(1+0.5*position(:,1)./B_mat))."2 ;
pol_prob(;,2) = 1-(pol_prob(:,1)+pol_prob(;,3));

end %pol_x_plus

function pol_prob = pol_x_minus(position)

%this function calculates the probabilities of transition s due to
%each polarization (sig-,pi,sig+) for the minus going x-be am

%it assumes that the x-direction beams are sig- polarized in itially
%returns an n-by-3 matrix corresponding to the 3 polarizati ons

pol_prob(:,1) = (0.5*(1+0.5*position(:,1)./B_mat))."2 ;
pol_prob(;,3) = (0.5*(1-0.5*position(:,1)./B_mat))."2 ;
pol_prob(;,2) = 1-(pol_prob(:,1)+pol_prob(;,3));

end %pol_x_minus

function pol_prob = pol_y_plus(position)

%this function calculates the probabilities of transition s due to

%each polarization (sig-,pi,sig+) for the positive going y -beam

%it assumes that the y-direction beams are sig- polarized in itially
%returns an n-by-3 matrix corresponding to the 3 polarizati ons

pol_prob(:,1) = (0.5*(1-0.5*position(:,2)./B_mat))."2 ;
pol_prob(;,3) = (0.5*(1+0.5*position(;,2)./B_mat))."2 ;
pol_prob(:,2) = 1-(pol_prob(:,1)+pol_prob(:,3));

end %pol_y plus

function pol_prob = pol_y_minus(position)

%this function calculates the probabilities of transition s due to
%each polarization (sig-,pi,sig+) for the minus going y-be am

%it assumes that the y-direction beams are sig- polarized in itially
%returns an n-by-3 matrix corresponding to the 3 polarizati ons

pol_prob(;,1) = (0.5%(1+0.5*position(:,2)./B_mat))."2 ;
pol_prob(:,3) = (0.5*(1-0.5*position(:,2)./B_mat))."2 ;
pol_prob(;,2) = 1-(pol_prob(:,1)+pol_prob(;,3));

end %pol_y_minus

function pol_prob = pol_z_plus(position)

%this function calculates the probabilities of transition s due to
%each polarization (sig-,pi,sig+) for the positive going z -beam

%it assumes that the z-direction beams are sig+ polarized in itially
%returns an n-by-3 matrix corresponding to the 3 polarizati ons

pol_prob(:,1) = (0.5*(1-position(:,3)./B_mat))."2;
pol_prob(:,3) = (0.5*(1+position(:,3)./B_mat))."2;
pol_prob(:,2) = 1-(pol_prob(:,1)+pol_prob(:,3));

end %pol_z_plus
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function pol_prob = pol_z_minus(position)

%this function calculates the probabilities of transition

%each polarization (sig-,pi,sig+) for the minus going z-be
%it assumes that the z-direction beams are sig+ polarized in
%returns an n-by-3 matrix corresponding to the 3 polarizati
pol_prob(;,1) = (0.5*(1+position(:,3)./B_mat))."2;

pol_prob(:,3) = (0.5*(1-position(:,3)./B_mat))."2;

pol_prob(;,2) = 1-(pol_prob(:,1)+pol_prob(:,3));

end %pol_z_minus

end %MOT _accel

end %MOT_simulation
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